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Preface 

A critical assessment of survey experience and data quality 
is an integral part of the WFS programme. This assessment 
aims at ensuring that analyses are carried out with as full 
an understanding as possible of the quality and reliability 
of the data and at drawing lessons for the better conduct 
of future surveys. 

One of the many ways in which WFS attempted to en­
sure that its surveys were of the highest possible quality 
was by editing the data for internal consistency. This paper 
focuses on the type of editing which takes place between 
data entry and the construction of the first Standard 
Recode File. Initially considered to be an essential but 
rather routine activity, it was in fact the source of major 
delays in the publication of survey results in many partici­
pating countries. This assessment describes the procedures 
used, estimates their cost, and tries to account for the 
delays. More importantly, it tries to determine whether 
elaborate machine editing actually affects analyses and 
interpretations. The conclusions should be very useful for 
future surveys carried out under similar circumstances. 

HALVOR GILLE 

Project Director 
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1 Problems and Objectives 

From the very inception of the World Fertility Survey, one 
of its major ambitions has been to produce data of first­
rate quality. This goal has been sought in every phase of 
operation, including questionnaire design, sample selec­
tion, interviewing, data processing, and analysis of find­
ings. The pursuit of quality has necessarily incurred some 
delays and other costs in each of these phases. This paper, 
part of a general assessment of WFS activities, focuses 
on the various costs and benefits attached to the machine 
editing of data which accompanies the preparation of 
standard computer files for each country. 

Although this report is based exclusively on WFS ex­
perience, and functions in part as a summary and appraisal 
of that experience, it is also intended to have some value 
for the planning of similar surveys in the future. WFS 
surveys have, of course, a large number of shared charac­
teristics, which have permitted some standardization of 
editing procedures. Other multi-survey programmes would 
have similar economies of scale, and would confront 
similar kinds of editing costs and benefits. Single ad hoc 
surveys do not present such opportunities for sharing the 
costs of software development, for example, but certainly 
the benefits of editing should be comparable. We hope to 
develop some criteria and decision-making rules which 
could include a wide range of substantive research topics 
and survey designs. 

The fundamental questions are these: what is the pur­
pose of editing survey data; why, in particular, did WFS 
adopt such stringent editing policies; and were these 
reasons justified? As indicated above, WPS believed that 
editing would improve the quality of the final product. 
Existing documentation does not spell out the link between 
editing and data quality nor precisely define data quality, 
but we believe that at least the following four assumptions 
led to the present policy. First, editing is believed to pro­
duce a gain in the yield of the fieldwork. Major com­
ponents of the cost of a survey, obviously, are the design 
of the questionnaire and sample and the interviewing of 
respondents. Editing, at a marginal cost which is small 
compared to these, will make more cases and specific items 
usable. It will minimize the number of responses which 
must be excluded from analysis. Secondly, editing is 
believed to improve the validity of the findings. That is, 
estimates based on edited data wiil tend to be closer to 
the population values which they are intended to estimate. 
This belief is based on the supposition that discrepancies 
in the data tend to be systematic rather than random, and 
introduce certain kinds of bias. Thirdly, editing improves 
the correspondence between the structure of the sample 
and of the questionnaire on the one hand, and the structure 
of the responses on the other. Internally consistent data 
greatly facilitate tabulation and other forms of analysis, 
even though the conclusions may not be affected. Internal 

consistency is also believed to increase the user's sense of 
confidence in the data. 

The fourth main reason why WPS data were edited so 
carefully was the perception that this practice was a hall­
mark of professional survey research. One may suggest 
that this was in fact the fundamental justification. Machine 
editing of data from fertility, KAP, or demographic 
surveys in developing countries was not standard practice 
(although field editing has a long history) much prior to 
the first WPS surveys in 1974, partly because of the lack of 
adequate computing facilities in such countries. However, 
machine editing had become a routine phase in the data 
processing of major social surveys in the United States, 
at least, during the 1960s. When WFS policies were being 
formulated, it was accepted with very little question that 
this practice was one of the essential ingredients of sound 
methodology and that WPS surveys should in fact serve as 
a vehicle to introduce modern editing to statistical offices 
in developing countries. 

In this report we shall step back a bit from the assump­
tions or beliefs described above, and shall reconsider in 
retrospect whether these policies were justified. At issue is 
whether, beyond some point, the measurable returns from 
continued refinement of the data base are so small that it is 
inefficient to make further improvements. This assessment 
does not question the basic desirability of high quality; 
it simply allows for the possibility that some apparent 
increments in quality may absorb time and resources which 
could be better spent elsewhere. To the limited extent 
that relevant data are available for this purpose, we shall 
attempt to reconstruct costs and to simulate alternative 
policies and to reach some conclusions about the cost­
effectiveness of WFS policies. 

This phase of the general assessment has been partially 
motivated by conflicting reactions from users of WFS 
data. On the one hand, some users have been greatly 
pleased with the fact that the data tapes prepared by WFS 
-in particular, the Standard Recode Files-are relatively 
free from internal inconsistencies. These files are written 
in a standard format and are accompanied by thorough 
documentation, so that users can proceed rapidly to second 
stage and comparative analyses. But on the other hand, 
some other users are frustrated by the length of time 
between the fieldwork and the emergence of the principal 
results, some of which delay is attributable to data editing. 
The elapsed time from the completion of fieldwork until 
the completion of the First Country Report-to say 
nothing of its publication-is sometimes more than three 
years and rarely less than two. Claims have been made of 
six to twelve months of unnecessary delay due to editing. 
If these are correct, then a change in editing policies might 
produce a marked reduction in the total elapsed time. It 
has also been argued that extensive editing puts undue 
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distance between the analyst and the primary data and 
obscures an evaluation of data reliability. 

Perhaps the key to the difference between these two 
perceptions of WFS data lies in the attitude toward the 
First Country Report, which is not prepared until the 
editing has been completed. The format for this report 
and its tabulation plan were developed under certain basic 
assumptions. The first of these was that many countries 
would never be able to proceed beyond the level of the 
First Report because of limited research personnel, facili­
ties, and funding. It was therefore believed that the First 
Country Report-so named out of the hope, rather than 
the expectation, of later reports- should have a high level 
of completeness and accuracy. As it included a large set 
of detailed tables, at least some further research would be 
possible from those tables by other analysts. Secondly, it 
was assumed that the preparation of an advance report, 
say, with data that were less thoroughly edited and on 
a restricted set of variables would draw resources away 
from the First Country Report and delay its completion 
even further. And thirdly, it was believed that WPS would 
suffer a loss of confidence if data were released which 
showed inconsistencies. lt would be embarrassing (it was 
believed) to produce tables in which corresponding totals 
or subtotals did not agree exactly, or to revise the esti­
mates of important rates, means, or proportions in later 
publications. Perhaps these assumptions now need to be 
modified on the basis of experience. 

It will help to place data editing in its proper context 
if certain issues are raised at this early point. 

The primary achievement of editing or cleaning is to 
detect whether the various responses are consistent with 
one another and with the basic format of the survey 
instrument, and to resolve any detected inconsistencies 
through adjustment. Editing is not properly described as 
the correction of errors; conversely, a good many errors, 
of many kinds, will not even be touched by the editing 
process. The point here is that there is no way of genuinely 
validating any of the responses. 

Errors or inconsistencies can arise at several phases. 
There is often some ambiguity about their origins, but a 
rough classification is as follows: 

Response error: because of misunderstanding of a 
question, recall failure, or attitudinal ambivalence, 
a respondent may supply invalid or unreliable infor­
mation. 

2 Interviewer error: the interviewer may incorrectly 
record the information, whether because of a com­
munication failure with the respondent, because of a 
misunderstanding of the survey instrument or because 
of carelessness. 

3 Coding error: responses may be incorrectly translated 
into numerical codes. 

4 Data entry error: keypunchers may read the codes 
inaccurately, reverse digits, shift the codes to incorrect 
locations, and so on. 
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5 Programming errors: any program which edits, re­
codes, or constructs files has the possibility of altering 
the data in an unintended manner. 

6 Specification errors: although these are sometimes 
classified with programming errors, they are often 
attributable to an analyst rather than to a programmer 
or computer as such. For example, a researcher may 
design a complex summary variable without in fact 
having categories which are complete and mutually 
exclusive. The design may be accurately implemented 
but logically defective. 

The possibility that an error can be detected and corrected 
varies roughly in relation to the stage at which it occurred. 
Machine editing is obviously unable to detect all of the 
problems which the file may actually possess. For example, 
many of the background and attitudinal variables will be 
flagged only if a code is out of range. Obviously, other 
errors can occur but remain within the legal range. Regard­
ing consistency, it is possible for an erroneous response 
to be consistent (ie not inconsistent) with other responses 
whether those are themselves erroneous or not. Even 
among the dates and intervals, which are checked care­
fully, there is necessarily a threshold level for each check. 
The most that can be said is that errors are more likely to 
be detected if they exceed the threshold. For example, the 
'date edit' compares date of birth and date of marriage 
and prints out an error message if the difference-the age 
at marriage-is calculated to be less than some threshold 
level such as 12 years. Such cases will then be reviewed. 
However, a variety of data entry or reporting errors is 
possible, involving date of birth and date of marriage and 
related variables, which will not be signalled by the above 
check nor any similar ones. The subject of response errors 
in the birth histories has received a great deal of attention, 
and it is generally agreed that editing and imputation have 
only a limited impact on them. 

In addition, of course, the estimates derived from a 
survey are subject to some degree of sampling error. 
WFS surveys are usually large, but some of the important 
estimates-such as the age-specific fertility rates and 
the proportions of women using specific contraceptive 
methods-are nevertheless subject to considerable error 
(Little 1982). Fortunately for present purposes, WFS has 
carefully prepared estimates of the sampling error of 
important quantities. 

When viewed in the context of sampling error, response 
error, data entry error, and other non-sampling error, 
the significance of sophisticated editing procedures may 
appear somewhat diminished (O'Muircheartaigh and 
Marckwardt 1981). One might even urge that a perfection­
ist policy is superficial and deceptive, in that it may give 
the user a false sense of confidence in the data. This is at 
least a viewpoint which should be recognized and given 
an even-handed consideration. It is difficult, however, 
to assess the improvement in data quality from editing 
relative to the total survey error, because we do not know 
the magnitude of the total survey error. 

These comments lead to some subsidiary issues. One of 
these is bias. Is it possible to say that the edited responses 
are less biased than the unedited ones? In one sense this is 



probably true. Non-response and some kinds of detectable 
inconsistencies are more common in some subpopulations, 
such as the poorly educated, than in others. If estimates 
are made for the total sample, and these subpopulations 
are differentially under-represented, then a bias is clearly 
introduced into the estimates. For example, an overall 
mean is a weighted average of subgroup means, and if a 
subgroup has a high level of non-response then it will 

be given too little weight in the overall mean. However, 
within homogeneous subgroups it is less clear whether 
the edited or unedited estimate is more accurate, except 
for the correction of obvious data entry errors. In the 
empirical investigation it will be seen that the two estimates 
may differ, but usually by a small amount, and one cannot 
be certain that the edited estimate is closer to the popu­
lation value, even though of course we would like it to be. 
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2 A Description of the Current Machine Editing Procedures 

Two types of editing routinely precede data entry in WFS 
surveys. These are the field and office edits, which were 
typically the only kinds of editing possible for demographic 
and fertility surveys prior to the computer sophistication 
of the 1970s. They are not the subject of the present assess­
ment, and are described in detail in WFS core documen­
tation. In brief, field editing is the responsibility of each 
interviewer and his or her supervisor, and is intended to 
detect inconsistencies recorded on the questionnaire while 
there remains the possibility of going back to the respon­
dent for a resolution. This is probably the most important 
phase of editing in the sense that there is still access to 
the respondent. Office editing is usually carried out in 
conjunction with coding, and involves a check of the 
numerical computer codes as well as the responses recorded 
by the interviewer. Obviously, the field and office checks 
cannot be as numerous or as complex as the computer 
checks, but they are carefully designed to detect the incon­
sistencies with the most serious ramifications. This report 
is based on the assumption that such editing has been 
done, and any inferences drawn from our analyses must 
be restricted to the marginal role of machine editing. 

As described in the 'Data Processing Guidelines', there 
are three principal phases in the cleaning of the raw data 
file from each country. The first is the 'structural edit'. 
During this phase, the major concerns are the uniqueness 
and proper sequencing of identification codes; the exist­
ence of the necessary cards for each respondent; and the 
proper sequencing of those cards. If such things are not 
checked, then it is difficult to interpret the file properly. 
It will be assumed that the structural edit must always be 
done and it is not a part of the present assessment. It may 
be observed that there is only a fine line of distinction 
between some structure checks and some of the subsequent 
consistency checks, and it typically happens that during the 
later checks some cards (records) or entire cases will be 
deleted because of duplications or identification errors or 
large discrepancies in the birth histories which might more 
properly be labelled as structural errors. 

The second phase of the process is the 'consistency edit', 
which includes range, skip, filter, and other consistency 
checks on variables other than dates, which are deferred 
to the next phase. These different kinds of checks are 
made with their own programs: the range checks; the 
skip, filter, and table (ie birth and marriage history) 
checks; and miscellaneous consistency checks. Because 
each country has a somewhat different questionnaire and 
raw data file format, these programs have different speci­
fications in each country. A special language, CONCOR, 
is generally used, but it requires some quite detailed pro­
gramming of the specific edit checks. The 'consistency 
edit', like the 'structural edit', is virtually always con­
ducted in the country itself, using available hardware. 

10 

CONCOR is usually not available, and must be installed 
and tested. The edit specifications must be written with 
the heavy involvement of WFS data processing staff from 
London. Thus, there is substantial potential for delay even 
before the first of the consistency edit checks are pro­
duced, just from the preparatory work required. If all goes 
well, of course, then this advance work will have been 
completed before the end of the structural edit, and the 
consistency checks can begin straightaway. 

The third phase of editing is the 'date edit', involving 
consistency checks among the birth and marriage histories 
and other reported dates and intervals on such events as 
child deaths, breastfeeding, sterilization, etc. This includes 
even such checks as agreement between the reported 
number of sons ever born and the number of male births 
in the birth history. This phase begins with the preparation 
of a specially written date extraction program, which re­
arranges all of the relevant dates and intervals for each 
respondent on to a single record with a standard format. 
The data file resulting from this operation is then submit­
ted to the date edit program. This program is known as 
DEIR (for date editing, imputation, and recoding). Up to 
a point, the date edit proceeds similarly to the consistency 
edit, with inconsistencies resolved so far as possible by 
references to the questionnaires. At this point, the final 
raw data file is produced. This file has the same format as 
the earlier raw data files, which varies from one country 
to another; the changes resulting from the date edit runs 
are made on this file. 

Apart from exceptional cases, the conventional editing 
as such ends with the construction of the final raw data 
file. When this file is ready, the Standard Recode File is 
then constructed with the DEIR package and a specially 
written recode program. The DEIR package accomplishes 
all of the following in one automatic step: (1) it reformats 
the individual respondent's extracted data on to a single 
long record, using a standard format for all countries; 
(2) it adjusts and imputes missing or incomplete dates 
and intervals, sometimes making changes which were not 
flagged earlier, in order to improve consistency; and (3) 
it constructs a number of date-dependent standard recode 
variables which are called for in the tabulation plan. The 
recode program is then used to construct additional stan­
dard recode variables. The resuiting Standard Recode Fiie 
is the basis for virtually all analysis, beginning with the 
tables for the First Country Report. 

In each of the three major stages of editing just de­
scribed, three steps are cycled through iteratively. These 
may be labelled 'checking', 'reconciliation', and 'updating'. 
We shall use these terms in preference to others which sug­
gest that editing consists of error correction; only a subset 
of all editing is properly described in this way. Checking 
and updating are wholly computerized operations, applied 



to data in computer files. The checking is performed with 
a computer program, and a so-called error statement is 
printed out for each record which fails the checks. The 
error printout includes some diagnostic remarks and lists 
out the codes for the variables involved. 

The reconciliation step is performed manually except 
for the final date imputation. That is, a knowledgeable 
individual examines the original questionnaire alongside 
the error printout and writes out a correction statement. 
Sometimes there is obvious evidence of a data entry error; 
sometimes an inconsistency occurred in the field but was 
not caught at that level, and an informed guess at the true 
situation must be made. For example, a filter may be in­
consistent with the items on which it is supposedly based; 
and sometimes there is no choice during the reconciliation 
step but to employ a 'not stated' or 'no response' default 
if consistency is to be achieved. Such a default leads to 
harmony of a sort but through the partial loss of a case. 

The reconciliation is followed by a case update. In the 
typical batch-processing mode, a large number of these will 
be read in one run, with the corrections entered on punch 
cards. Because there is a fairly high incidence of keypunch 
errors in the updating step, and because of the multiple 
interdependencies of responses, the checking program is 
rerun after each set of updates. These steps are repeated 
in sequence until no edit violations are found, at which 
point the next step in the editing is taken up. 

In the second part of the DEIR package, the date im­
putation procedure may be regarded as a fully automatic 
combination of the checking, reconciliation, and updating 
steps. Here, changes are made without reference to the 
original questionnaire and without any human partici~ 

pation - although, of course, many assumptions have been 
built into the program and through the adjustment of 
parameters it is possible to tighten or to relax some of 
these assumptions. 

After the first Standard Recode File has been constructed 
in the country, some modifications are still possible. Some 
countries have had four or more versions of this file. 
Changes at this point typically involve the addition of new 
recoded or country-specific variables, the correction of 
earlier programming errors, the resolution of minor incon­
sistencies which were inadvertently omitted in the earlier 
specifications, and so on. These updates are done in 
London. Such revisions are not associated with delays in 
the issuing of results and will not be discussed further in 
this report. 

The WFS approach to editing may be described as a 
perfectionist policy. Three possible alternatives to this 
policy will now be described briefly. In each of them, all 
of the regular edit checks would be made, using an edit 
program prepared well in advance of its use. But in each 
alternative, all inconsistencies which remain after some 
preset level would be resolved by an automatic default, 
such as the use of 'not stated' codes. 

The first alternative may be labelled a cost-specific 
policy. Its fundamental difference from what is currently 
done would be that the allowable budget and/or elapsed 
time for editing would be preset at some level, such as an 
elapsed time of three months, and after that point the 
editing would terminate. Since thei;e are several phases to 
the editing, this change would require subsidiary cutoff 
levels for each phase. 

Secondly, a criterion for termination which is defined 
in terms of potential benefits rather than costs leads to a 
benefit-specific policy. For example, if fewer than five 
per cent of the cases have an inconsistency involving an 
important variable, then one might decide to do no further 
editing. 

The third option may be described as a purpose-specific 
policy. At present, all data analysis is postponed until the 
Standard Recode File has been produced, that is, until 
virtually all editing and date imputation have been com­
pleted. The only editing done later is an occasional minor 
update of this file. If it were found that, beyond a certain 
point, editing would continue to have value for second 
stage analysis but was pointless for the First Country Re­
port tables, then one could attempt a better co-ordination 
between the editing and the stage of analysis. Specifically, 
one could edit up to a specified threshold; produce the 
First Country Report tables; and then resume the editing 
for more sophisticated purposes. The basic difference 
from the perfectionist policy would be that at some point 
the editing would be interrupted and the basic tables 
produced so that the First Country Report could appear 
sooner. 

One could also consider, of course, combinations of 
these three alternative strategies. More possibilities would 
be opened up if alternative phases of analysis were con­
sidered- for example, an advanced version of the First 
Country Report, or some other replacement of that Report 
by a series of smaller reports. The range of such alterna­
tives is almost without limit. 

11 



3 The Costs of Machine Editing 

In order to establish the need for the present assessment 
and the consideration of alternative policies, we shall now 
estimate the cost of machine editing incurred by WFS. 
The remainder of this report will then estimate the value 
of the editing for the analyses, in order to determine 
whether the costs were justified. 

The cost of editing is measured by its absorption of 
resources which could be used in other ways. The two 
principal aspects are the monetary cost and the delay 
in general accessibility of the data. The monetary cost 
includes person-days of local or in-country staff time; 
person-days of WFS professional staff time, including a 
portion of travel costs if travel to the country is required; 
computer time; and lesser miscellaneous costs. 

The direct costs during the interval which could be 
attributed to editing-for example, computer time and 
staff time-are simply not available to us. However, the 
average for a country will certainly be at a rate of tens of 
thousands of dollars per year. Much of this time is spent 
within the participating country, rather than in London, 
with a cost which may be lower in dollars but high in 
terms of tying up skilled research and programming staff 
for long periods. 

Elapsed time is probably the most important and most 
conspicuous cost of the editing, but it is also difficult to 
assign a monetary equivalent. We shall now propose a 
simple conversion. 

Delays in issuing survey results seriously impair the use­
fulness of those results. This is clearly true for policy and 
programmatic uses, and appears also to be true for some 
academic or scholarly uses as well, possibly apart from 
comparative, methodological, and historical research. We 
shall therefore attempt to convert elapsed time to a mon­
etary equivalent through the notion of depreciated value. 
Considering the dates of analyses of WFS surveys in re­
lation to their dates of fieldwork, it appears that relatively 
little interest remains in a survey after about five years. 
One notes also that several countries follow a quinquennial 
schedule of population censuses, and several others aspire 
to that level of frequency. In the Philippines, national 
demographic surveys are conducted on a five-year basis; 
the 1978 Republic of the Philippines Fertility Survey was 
third in this series and a fourth one occurred in 1983. Five 
years is the typical length of age intervals; forecasting 
intervals, and national planning cycles. Following these 
admittedly somewhat arbitrary conventions, we suggest 
that a linear five-year depreciation schedule be applied to 
a WFS survey, such that after five years a survey has al­
together lost its value for current purposes. We shall also 
assume, arbitrarily, that 60 per cent of the value of the 
survey is for current purposes, and 40 per cent is for long­
term purposes and is not reduced by delays of any kind at 
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any point. Therefore, it is suggested that every month of 
delay during the first five years reduces the survey's value 
by one per cent of its total cost. The so-called total cost 
will be taken to be the sum of all expenditures on the 
survey up to the publication of the First Country Report. 
For example, if a survey is calculated to cost $500,000, 
then the pro-rated depreciation in one month will be $5000. 
It could be argued that the depreciation calculation should 
not begin at the time of the survey (ie at the date when 
fieldwork is completed), but rather at the earliest possible 
date when the report could have been released. However, 
in terms of policy and programmatic value, the utility of 
the results begins to decline as soon as the interviewing has 
been completed, and, if anything, declines most rapidly 
during the first few elapsed months. One would argue for 
other refinements of the depreciation formula, but we 
doubt that they would materially alter the conclusions. 

Table 1 shows the number of months elapsed between 
the end of the data entry and the production of the first 
recode tape for the WFS surveys. The average interval is 
16 months. The interval is an exaggeration of the time 
devoted to data editing as such and also includes time 
spent on structural editing, but intermediate dates which 
might be more appropriate are unavailable. However, we 
do not believe that the exaggeration is serious. The data 
processing tasks of running the extraction program and 
DEIR, both of which should be ready before the start of 
the interval, are the only substantial tasks other than 
editing which are required during the interval. Out of the 
40 countries for which both dates were available, four re­
quired intervals of only four months or less. If the editing 
were abbreviated drastically, then it would be possible 
to prepare the Standard Recode File routinely in such a 
period. We therefore suggest that the average interval and 
thus the average time to the First Country Report were 
both prolonged by one full year by machine editing. 

We would prefer to provide country-specific estimates 
and to break them down by levels of editing. The appendix 
of this report provides an outline for a monitoring scheme 
which would permit such refined calculations. However, 
the countries listed in table 1 had a median total survey cost 
of $590,000 (this includes the survey budget and technical 
assistance costs). If we assume, as suggested above, that 
every month of delay reduces the survey's value by one 
per cent of its total cost, it can be calculated that the 
average cost of data editing is at least $75 ,000, including a 
combination of depreciation and some direct costs. Ii this 
average is applied to the 40 participating countries, then 
a total of at least $3 million of the total WFS budget will 
have gone to range, skip, and consistency machine edit­
ing. It remains to be seen whether an expenditure of this 
approximate magnitude was justified. 



Table 1 Elapsed time between end of the data entry (preparation of first raw data file) and construction of first 
Standard Recode File 

Country Completion of Completion of Elapsed time 
data entry first recode filea in months 

Bangladesh June 76 Nov 77 17 
Benin Sept 82 Aug 83 11 
Cameroon 31 Mar 79 Jan 82 34 
Colombia 170ct76 Jun 77 8 
Costa Rica Dec 76 Jan 78 13 

Dominican Rep. 24 Oct 75 May76 7 
Ecuador May 80 Mar 82 22 
Egypt Oct 80 Apr 82 19 
Fiji Aug74 Jun 76 22 
Ghana 9 May 80 Nov 81 18 

Guyana 10 Oct 75 Nov78 37 
Haiti 20 Feb 78 Jun 80 28 
Indonesia Oct 76 Jan 78 15 
Ivory Coast Aug 81 Mar 83 19 
Jamaica Apr 76 Feb 79 34 

Jordan 14 Sep 76 Jul 78 22 
Kenya Oct 78 Jul 79 9 
Korea 19 Aug 75 Feb 77 18 
Lesotho Dec 78 Nov 79 11 
Malaysia May75 May76 12 

Mauritania Mar 82 May 83 14 
Mexico 6 Apr 77 Aug 78 16 
Morocco Feb 81 Jul 83 29 
Nepal 30 Sep 76 Nov76 2 
Nigeria Data entry not complete (Sept 1983) 

Pakistan Dec 75 Jun 76 6 
Panama May76 Jan 77 8 
Paraguay Sep 79 Jan 80 4 
Peru Jun 78 Jul 78 1 
Philippines 31Aug78 May79 9 

Portugal 30 Oct 80 Nov 81 13 
Senegal Feb 79 Jul 80 17 
Sri Lanka Apr 76 Jun 77 14 
Sudan (North) Jan 80 Mar 81 14 
Syria Apr 79 Jan 81 21 

Thailand Nov 75 Mar 76 4 
Trinidad and Tobago Oct 77 Nov79 25 
Tunisia 28 Feb 79 Oct 81 32 
Turkey Feb 79 Mar 80 13 
Venezuela 12 Aug 77 Nov 78 15 
Yemen Aug 80 May 82 21 

Average elapsed time 
== 16 months 

a Date recode tape with imputation available (from survey data sheets). 
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4 Measures and Strategies for the Assessment 

The ideal measure of the benefit of editing, we suggest, 
would be the following ratio calculated for important 
diagnostic quantities such as proportions, means, cor­
relation and regression coefficients, etc: 

!-[(edited estimate-true value) I (unedited estimate­
true value)], or equivalently, (unedited estimate -edited 
estimate) I (unedited estimate -true value). 

Here the 'true value' refers to the sample rather than the 
population; editing should not be expected to compensate 
for sampling error. Unfortunately, of course, the true 
value is not known. The absolute value of the above ratio 
should lie in the range from zero to unity, with a value 
close to one indicating that editing is important, particu­
larly if the denominator of the ratio is not small. 

Lacking knowledge of the true value, two alternative 
measures could be considered. The first of these is the 
simple difference 

(edited estimate- unedited estimate) 

and the second is the difference relative to the presumably 
'better' estimate, ie 

(edited estimate-unedited estimate) I (edited estimate). 

The relative difference will not in fact be employed, for 
several reasons. Most of the indicator quantities below 
will be proportions, and there is often ambiguity about 
whether the proportion or its complement is of interest. 
For example, if the edited data estimate that 20 per cent 
of all women are currently using contraception and ,80 per 
cent are not, then unedited estimates of 21 and 79 per cent, 
respectively, will give a relative error of 1/20 or only 1/80, 
depending on an arbitrary choice as to which percentage is 
more interesting. Another consideration is that relative dif­
ferences are most justified for ratio-level variables, ie for 
quantities with a natural zero. Many of the WFS quantities 
of interest do not have a natural zero, however, except per­
haps in a very abstract sense. For example, the percentage 
of women who are currently pregnant in a WFS survey 
rarely falls outside the range of 10-14 per cent or so. 
Since a demographer could simply estimate the percentage 
pregnant to be within this range without ever conducting a 
survey, it is misleading to use a measure which implies that 
this quantity has a minimum possible value of zero. Hence 
the simple difference (edited estimate - unedited estimate) 
will be calculated and a judgement will be made as to 
whether this is large or small. Note that when the quantity 
is a percentage or proportion, it will be calculated on a base 
which excludes respondents for whom the relevant ques­
tion was not asked (ie who have a 'not applicable' code). 

When several categories of a variable are being com­
pared, a simple summary measure of the net change in the 
distribution is the 'index of dissimilarity'. This is calculated 
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as the sum of all positive changes, or, alternatively, as 
one-half the sum of the absolute values of all changes 
across categories, positive or negative. It can be interpreted 
as the minimum proportion of cases which would have to 
be shifted in one file in order to achieve the same distri­
bution as the other file. 

We now turn to the kinds of strategies which are feasible 
for this assessment. Some potential alternatives are closed 
to us because of their cost and because of the editing pro­
cedures actually adopted by WFS. For example, it is im­
possible to consider empirically any alternatives to the 
CONCOR computer program, and it is impossible to con­
sider any procedures which require new references to the 
questionnaires. It is also impractical to develop alternative 
versions of the DEIR package. 

The strategies which will be used are presented below 
in outline form, in terms of a raw data file which has not 
been cleaned, ie is 'dirty'. 

A Compare the dirty raw data file (DRDF) and final raw 
data file (FRDF) on the relevant diagnostic indicators. 

B If the DRDF were structurally correct, then one would 
apply the extraction program and DEIR to generate 
a dirty Standard Recode File (DSRF), and compare it 
with the clean one on the relevant diagnostic indi­
cators. Since in general the DRDF includes structural 
errors, they must be compensated for in the following 
steps. First, prepare a new file which is a subset of the 
DRDF; refer to this as the matched DRDF. This will 
consist of those cases which (I) are complete in the 
DRDF -ie are structurally correct without any up­
dating and (2) match in ID numbers with cases in the 
FRDF. Apply the extraction program to this file; call 
the result the matched dirty Standard Recode File or 
matched DSRF. Secondly, prepare a subset of the 
genuine Standard Recode File which consists of those 
cases which match the IDs on the matched DSRF. 
Call this the matched SRF. Then compare the matched 
DSRF and the matched SRF in terms of their values 
on the diagnostic indicators. Differences between these 
two files will be entirely due to the fact that the cases 
in the matched DSRF were not subjected to the range, 
skip, consistency, date, etc edit checks while in raw 
data form. 

Part A of this outline indicates a comparison between 
the raw data files, whereas Part B refers to Standard 
Recode Files. Most of this report will deal with the latter. 
Figure 1 restates the logic behind the outline. In the dia­
gram, the normal editing sequence would follow the arrows 
leading from the dirty raw data file to the right and then 
down to the Standard Recode File. In order to evaluate 
the editing process, we shall construct a so-called dirty 



Dirty data files 

Dirty Raw Data File 
(DRDF) 

editing process 

Comparison A 

Running of extraction program 
and DEIR recode program 

Dirty Standard Recode File 
(DSRF) 

j 
Matched cases a 

(Matched DSRF) 

Comparison B 

a Complete cases with IDs which match on both DSRF and SR. 

Figure 1 Summary of editing strategy 

Standard Recode File and compare it with the (clean) 
Standard Recode. Structural errors will be present in the 
dirty Standard Recode File, but are beyond our means to 
correct. Therefore, a structurally clean subset of the file 
will be constructed by matching cases with the clean file; 
this is an approximation to the file which would result if 
the structural editing were completed. Comparison be­
tween matched cases in the dirty and clean SR files demon­
strates the omission ofrange, skip, and consistency editing. 

Clean data files 

Final Raw Data File 
(FRDF) 

Running of extraction program 
and DEIR recode program 

Standard Recode File 
(SR) 

j 
Matched cases• 
(Matched SR) 

Ideally, these comparisons would be based on a com­
parable sequence of tapes from a number of different 
countries representing a range of data quality. But because 
it is not standard WFS practice to save intermediate tapes 
during the editing (nor is it suggested that it should. be, 
because of the typical in-country shortage of computer 
tapes), it will not be possible to be quite so systematic. 
Almost all early tapes presently available will be used, 
simply on a convenience basis. 
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5 Selection of Diagnostic Variables and Relationships 

It is now necessary to identify a set of substantively sig­
nificant proportions, etc which can be compared between 
the edited and unedited files. The number of variables and 
relationships which can be-and have been-extracted 
from a WFS survey is immense. That number must be 
pared down to those which in some sense have greatest 
interest. The country summaries and the First Country 
Reports will be used to make such a selection. Later, some 
important relationships at the second-stage analysis level 
will also be considered. 

The First Country Report is required of each partici­
pating country and virtually always marks the first general 
release of survey results. When it is completed, there is 
typically a conference within the country to present the 
findings to a general audience; the country summary is 
prepared and distributed; plans are made for some second­
stage analysis; and there is often a major transition in 
the staff who are assigned to the project on a day-to-day 
basis. The quite precisely specified tabulations of the First 
Country Report comprise the level in the analysis to which 
this assessment will give most attention. 

The tabulation plan in the 'Guidelines for the First 
Country Report' is compactly restated in the 'Data Pro­
cessing Guidelines' (Volume 2) in terms of the variables in 
the Standard Recode File. There are five major groups of 
tables, adding up to a total of 109 tables, each involving 
from two to five variables. (Knowledge and use of 15 
specific contraceptive methods are recoded into binary 
variables. To avoid excessive weight on these two blocks 
of 15 variables, each block will be counted as one variable 
here.) Many tables are then repeated for each background 
variable in the standard set, but such tables are counted 
only once in the total of 109. Adding up the number of 
Standard Recode File references to specific variables 
(assuming that the fertility regulation module is being 
used, and not counting background variables}, there are 
a total of 424 references to some 88 variables in this file. 
Many of these are closely related, eg are collapsed forms 
of other variables in the set or are simple constructions 
from two or more other variables. It is possible to identify 
a core of 13 out of the 88 which account for 322, or 76 
per cent, of all 424 references to variables. These 13 are 
as follows, with the number of references to the variable 
or to other closely related variables given afterwards in 
parentheses: 

(1) VOl 1 Age in five-year groups (63) 
(2) V108 Whether currently married (16) 
(3) VllO Age at marriage in seven groups (22) 
(4) Vll 7 Marital duration in five-year groups (36) 
(5) V206 Whether currently pregnant (24) 
(6) V208 Number of children ever born (19) 
(7) V213 Number of living children (43) 
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(8) V221 Number of living sons (11) 
(9) V222 Number of living daughters (11) 

(10) V402 Exposure status (32) 
(11) V501 Desire for future birth (16) 
(12) V511 Total number of children desired (20) 
(13) V645 Pattern of contraceptive use (20) 

Apart from these 13 variables and the ones which can be 
obtained directly from them, 110 other variables are re­
ferred to in more than six tables. Actually, most of the 
88 variables are referred to only once or twice in the tabu­
lation plan. We do not wish to suggest that the importance 
of a variable-even restricted to the level of the First 
Country Report-is proportional to the number of tables 
in which it appears. However, it could be argued that 
variables should be put in order of priority, at least in 
groups, with respect to the share of editing resources which 
they merit, and the variables which appear in more tables 
should have claim to more of these resources as well as 
being more indicative of the effects of editing. 

Some background variables will be added to the above 
list. They receive little editing, in general, but because 
they are involved in many substantive conclusions it should 
at least be determined whether their distributions are af­
fected. These variables differ somewhat from one country 
to another but always include the following: 

(14) V702 Type of residence 
(15) V704 Level of education 
(16) V711 Last work status since marriage 
(17) V804 Husband's occupation 

Others are almost always used too-eg 'Region of resi­
dence', 'Religion', 'Ethnic group'- but they differ in 
importance and in number of categories from one country 
to another and will be excluded here. 

For a final source of variables of major interest at the 
First Report level we have reviewed the country summaries 
to see whether some additional variables appear there. 
The following are found in several summaries: 

(18) V223 Number of children born in the first five years 
of marriage 

(19) V225 Number of children born in the past five years 
(20) V231 Length of the closed interval (grouped) 
(21) V233 Length of the open interval (grouped) 
(22) V303 Duration of breastfeeding (grouped) 
(23) V635 Current use of specific contraceptive methods 
(24) V641 Use of any method in the closed interval 
(25) V644 Use of any method in the open interval 

Some variables are given in the Standard Recode File in 
both grouped and ungrouped form. For our purposes, 
the grouped form is somewhat easier to use. Age-specific 



fertility rates are not included above as variables, but will 
be given below among the selected tables. 

Thus we have a list of 25 variables of major interest. 
The marginal distributions of these may be compared at 
successive stages of editing to see net changes; one can also 
construct a cross-tabulation of an unedited versus edited 
version of the same variable to identify gross shifts in the 
distribution. 

We now turn to the selection of diagnostic relationships 
among variables at the First Report level. Because of the 
number of relationships involved, it is necessary to reduce 
the list of standard tables in that report to a more manage­
able size. To begin with, we shall distil them to only two­
way tabulations. The choice of these is based on a review 
of the country summaries, which present the findings of 
the First Country Report in vastly reduced form (eg ap­
proximately 12 pages of text). As in the case of the uni­
variate selection, it must be emphasized that the selection 
is not claimed to identify the most important relationships 
as such. We are simply following a consensus among the 
writers of the country summaries, which it is hoped is 
shared by the users of these summaries, as to which re­
lationships have the broadest interest. It is assumed that 
our conclusions for these tables can be generalized to 
others which might be more important for a particular 
researcher. 

The following list includes tables most often used, as 
well as some which are only occasionally used. In addition, 

all the summaries give means, percentages, etc drawn 
directly from the list of principal variables given in the 
preceding section. The first four of the following two-way 
layouts refer to fertility; the next three to preferences; 
and the final three to contraceptive use. 

(1) V208xV117 Children ever born by marital 
duration 

(2) V208xV011 Children ever born by current 
age 

(3) V225 xVOll Children born in the past five 
years by current age 

(4) Age-specific fertility rates for 
past five years 

(5) V501 xV213 Desire for future birth by num-
ber of living children 

(6) V501 xV221 xV222 Proportion wanting another 
child by numbers of living sons 
and daughters 

(7) V511 xVOll Total desired family size by 
current age 

(8) V635 xVOll Current use of specific contra-
ceptive methods by age 

(9) V231 xV641 Length of the closed interval by 
whether the couple used con-
traception in the closed interval 

(10) V645 xVOll Pattern of contraceptive use by 
current age 
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6 Case Studies of Raw Data Files 

In order to convey some understanding of the volume and 
type of changes which are at issue, we shall begin the 
empirical investigation by looking in some detail at selected 
aspects of machine editing of the WFS surveys in Malaysia, 
Yemen, and Ghana. 

6.1 CASE STUDY 1: 
MACHINE EDITING IN MALAYSIA 

This section will be introduced with some data from the 
First Country Report on the 1974 Malaysian Fertility and 
Family Survey (MFFS). This was one of the very first 
surveys and did not use an editing package, and for that 
reason it does not typify the WFS experience. However, 
its First Country Report is the only one which provides 
any details on machine editing. 

The MFFS included 6318 ever-married women. The 
editing was done in ten passes through the raw data; on 
the tenth pass no errors were detected. The errors or 
inconsistencies were only divided into the following simple 
classification: programming errors; edit specification 
errors; punching errors; and coding errors. The first two 
categories are by-products of the editing process itself, of 
course, and although inevitable, happened in Malaysia to 
produce more errors (spurious errors) than the other two 
sources. The percentage distribution across the four types 
was 61.4, 13.1, 6.9 and 18.6 per cent respectively, of a 
total of 25,012 errors. Ignoring the first two types, there 
were 6328 errors, of which 26.9 per cent arose in the key­
punching and 73.1 per cent in the coding-that is, were 
present in the questionnaire themselves. This level of about 
one detected error per questionnaire is quite low by usual 
standards. A probable reason for the low level is that in 
Malaysia, all items were coded twice and then matched 

Table 2 Changes resulting from manual date edit in Yemen 

Question Label change 

Q107 Current age 
Q108Y Year of birth 
Q203Y Year started living with husband 
Q2112Y Year separated/husband died 
A, B, C, 326Y Year of birth of child 

Child 1-4 
Child 5-9 
Child 10+ 

A, B, C, 331Y Year of foetal losses 
Losses before 3rd birth 
Losses after 3rd birth 
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before date entry. The First Country Report also notes 
that the sixth to ninth passes through the data only pro­
duced a total of 19 additional errors. If the editing process 
had stopped after only three passes, it would have cor­
rected 93.7 per cent of the 6328 errors, leaving only one 
error in any item for every 16 questionnaires. This limited 
but nevertheless unique breakdown provides an indication 
of the volume of editing which is at issue. 

6.2 CASE STUDY 2: DATE EDITING IN YEMEN 

Very limited analysis of the impact of editing in Yemen 
appears possible because of the absence of intermediate 
tapes. The first available tape in the sequence is IND2, 
which follows the consistency edit and is prior to the date 
edit. This will be compared with the final raw data tape, 
on which manual date edits have been made; the only 
differences will involve the date variables. 

The net change between two marginal distributions on 
the two tapes is defined to be the minimum number of cases 
that would have to be shifted to other codes in order to 
achieve exact correspondence. If, say, one woman's age is 
changed from 29 to 30 in the editing, and another woman's 
age is changed from 30 to 29, then the two changes will 
cancel each other out and have no net impact on the mar­
ginal distribution. In analyses at the individual level, to be 
sure, there may well be associated changes which do not 
cancel out, because the respondents may differ in ways 
which are associated with their age (or whichever variable is 
under discussion). In a cross-tabulation, the probable effect 
of two changes such as the above would be to attenuate a re­
lationship between age and another variable. However, net 
change in a marginal distribution is suggestive of the effect 
of editing upon more complex arrangements of the data. 

Net change Case base D Increase in 
sample size 

20 2605 0.0077 0 

20 2605 0.0077 1 

22 2455 0.0090 4 

17 526 0.0323 9 

81 9823 0.0082 4 
43 6713 0.0064 1 
29 2797 0.0104 3 
9 313 0.0288 0 

53 782 0.0678 9 
25 397 0.0630 0 
28 385 0.0727 9 



For Yemen, the net changes from the manual date edit 
are so small that only a few variables justify any mention 
at all. These are shown in table 2. Note that D is the index 
of dissimilarity, the net change divided by the case base 
for the variable. The term 'increase in sample size' refers 
to the number of cases shifted out of a no-response cat­
egory as a result of the manual edit. The table does not 
relate the changes to sampling error, does not give changes 
in parameter estimates such as the mean, and does not give 
the change in standard errors because all of these quantities 
would be so small. 

The net change in the effective case base is below one 
per cent for all variables except (a) the year when separated 
or when the husband died-a variable which is only 
defined for about a quarter of all the women; (b) year of 
childbirth for later births-actually beginning with births 
of order 7; and (c) foetal losses. The higher level of shift­
ing for foetal losses suggests that the structure of this part 
of the questionnaire was relatively deficient. 

Not only were there very few changes in the detailed 
coding of these measures; the shifts were usually small 
and had only a minute impact on summary measures of 
the distributions. Thus, if the age categories are broadened 
to the familiar five-year groupings, then the number of net 
changes declines from 20 to only three cases out of 2605. 
It is pointless to compare means, variances, etc under such 
circumstances. Several other date-related variables also 
appeared in the Yemen survey, many from the FOTCAF 
module (on factors other than contraception affecting 
fertility). These variables were even less affected than those 
reported on above. The increase in the effective sample 
size was also small, never exceeding nine women. 

According to data processing records, the date edit for 
Yemen proceeded in typical fashion. The error printout 
listed about 200 inconsistencies. Ten years of age was 
taken as the minimum possible age at marriage. Compared 
to other countries, this is a liberal minimum; if a higher 
age such as 12 had been selected, then more cases would 
have been listed. 

The reported 200 inconsistencies were then reviewed 
in Yemen by a WFS Central Staff member and the local 
survey director, referring to the original questionnaires 
as necessary. Although it is not possible to be certain, a 
review of the error listing and resolutions (kept on file) 
suggests that approximately half of the inconsistencies 
were resolved without even going to the questionnaires. 
For example, if the birth years of successive children are 
given as '73, '47, and '75, then it is clear that a digit re­
versal occurred in the keypunching of the middle date, and 
it should be recoded to '74. With experience, one can cor­
rect the most common keypunch errors just from the error 
printout, without actually consulting the questionnaires. 

The resolution of the 200 errors was completed in a 
week and two more weeks were required for the computer 
updating, which was done by batch mode in Yemen. This 
is standard for, WFS, although in some settings at present, 
and presumably in many more in the future, interactive 
editing would save some time. As a conservative estimate, 
the manual date edit required three weeks of professional 
London staff time and six weeks of local professional 
time. This estimate does not include the preparation or' 
the extraction program, because that would certainly have 
to be written under any plausible editing alternative so 

long as a Standard Recode File were to be created. Also, 
the extraction program was written in advance and did 
not itself cause any delay in the Standard Recode File. 

In trying to determine whether any other parts of the 
process should have been bypassed because they were not 
cost-effective, one must compare what was done with 
plausible but cheaper alternatives. We have noted that the 
impact of editing was small - at least the impact on the 
marginal distributions - but we have also noted that the 
costs were small. Would the alternatives have reduced the 
personal time or elapsed time substantially? 

In our view, the only step which it might have been 
reasonable to avoid was the examination of the question­
naires. About 100 inconsistencies were referred to the 
questionnaires; these were spread over many variables, 
including some of very little interest for the First Country 
Report. As it happened, it was not difficult to get access 
to the questionnaires in Yemen, and the trip there by WFS 
Central Staff was required for other purposes as well, 
but there is no evidence that this step in the editing was 
critical. Given the existence of the DEIR program, and the 
fact that perhaps half of the date inconsistencies could be 
resolved just from the error printouts, we infer that con­
sultation of the questionnaires was the only step which it 
might have been acceptable to omit. 

6.3 CASE STUDY 3: 
COMPARISON OF AN EARLY AND THE 
FINAL RAW DATA FILE FROM GHANA 

Empirical evidence of net changes due to editing is available 
from the Ghana Fertility Survey (GFS) of 1978-79. We 
have access to both (a) an early file which appears to be 
quite dirty in terms of both structural and consistency 
problems, although we are not certain that it is the original 
raw data file, and (b) file IND3, the final raw data file, on 
which all updates through the date updates have been made. 
These will be referred to as RDBE and RDAE, for 'raw data 
"before" editing' and 'raw data "after" editing'. Com­
parisons will be made on the high priority variables for the 
Standard Recode File, or on similarly defined proxies, and 
on some of the most important background variables. 

The first variable to be examined is age. Table 3 gives 
the marginal distribution of this variable in five-year 
groups, before and after editing. 

Table 3 Ghana Fertility Survey, Ql07: age distribution 
(in five-year groups) before and after editing 

Age RDBE RDAE Difference 

15-19 1349 1351 +2 
20-24 1202 1210 +8 
25-29 993 993 0 
30-34 821 821 0 
35-39 691 691 0 

40-44 579 588 +9 
45-49 461 471 + 10 
Out of range 15 0 -15 
Not stated 4 0 -4 
Blank 16 0 -16 

Total 6131 6125 -6 
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The table shows that six cases were dropped from the 
file, basically for structural reasons. The net increase in the 
case base was 6125-(6131-31-4)=29 cases, a fraction 
29/(6131-31-4)=29/6096=0.0048, or about one-half 
of one per cent. The largest increase, both numerically and 
proportionately, was in the 45-49 age group-an increase 
of ten women. Is this increase noteworthy? The proportion 
of the sample who were aged 45-49 after the editing was 
471 out of 6125, or 7.69 per cent. If this were a simple 
random sample, then the standard error of the percentage 
would be 0.34 per cent and a 95 per cent confidence inter­
val for the percentage aged 45-49 in the population would 
range from 7.02-8.36 per cent. Actually, of course, the 
sample is not a simple random sample. The cluster design 
reduces the effective sample size, and the correct confi­
dence interval has a slightly greater width. The percentage 
aged 45-49 that would have been calculated prior to 
editing, 100 x 461/ 6096 = 7 .56 per cent, is only 0.13 per 
cent below the 'clean' estimate and is well within the range 
of the confidence interval, even if no allowance is made 
for the design effect. 

We conclude that the editing was not particularly impor­
tant for the marginal distribution of age. It increased the 
effective case base by only half a per cent, which would 
have reduced the standard error of estimates by only 
0.24 per cent. In no cell was the change in the estimated 
proportion even close to the sampling error of the estimate. 

The second variable to be considered from the Ghana 
Fertility Survey is the number of children ever born. 
Table 4 gives the complete distribution. The effective 
sample size increased from 6131-24=6107 to 6125, ie an 
increase of 19 cases or 0.31 per cent. It may be noted that 
in the two-way relationship between completed family size 
and age, the loss of cases (ie the number of cases missing 
a valid code on one or both of the variables) would range 
between 25 and 25 + 19 = 44. There are a number of shifts 
between the two distributions. The sum of the absolute 

Table 4 Ghana Fertility Survey, Q213: number of children 
ever born, before and after editing 

Number. RDBE RDAE Difference 

Blank (none) 1529 1521 -8 
1 893 900 +7 
2 798 800 +2 
3 665 672 +7 
4 585 585 0 

5 427 430 +3 
6 369 371 +2 
7 307 313 +6 
8 227 228 +1 
9 143 147 +4 

10 104 102 -2 
11 39 38 -1 
12 10 7 -3 
13 10 10 0 
14 1 1 0 
Out of range 24 0 -24 

Total 6131 6125 -6 
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deviations before and after editing is 46; there are 32 net 
increases and 14 net decreases. The only parities to have a 
net loss of cases were 0 and 10, 11, 12. Once again there 
is a curvilinear pattern to the adjustments, but it is the 
reverse of that found for age. 

The change in the marginal distribution is small relative 
to the standard error. For example, the largest relative 
change is at parity 7. The standard error of the percentage 
at this parity is 0.28 per cent under the simple random 
sample model, and the actual standard error is consider­
ably greater. The 'before' estimate of the percentage is 
5.03, the 'after' estimate is 5.11 per cent. The difference, 
0.08 per cent, is just a fraction of the standard error. 

For a third illustrative variable from the Ghana Fertility 
Survey, we now consider 'total desired family size'. In 
Ghana this number tends to be rather large: half the 
women stated a desired family size of six or more children. 
The marginal distributions before and after editing are 
given in table 5. It was not clear what kinds of checks 
were used on this variable in order to generate error 
statements, apart from the review of cases which were 
coded 'out of range' or 'blank' (an illegal code). Almost 
all of the 15 out of range codes were obvious keypunch 
errors, viz codes 40, 50, 60, 70, and 80, which should have 
been 4, 5, 6, 7, and 8 respectively. The value of the highest 
allowable response was arbitrary; it was apparently set at 
20, but we do not know if other high codes such as 15, 16, 
and 20 itself were checked. The 14 blanks were reassigned 
legal codes, but the basis for the reassignments is not 
known. In addition, there were 10 changes in the range of 
special codes 91-99 and 29 changes in the range 0-20. 
Of the latter group, 13 were changes out of code 0, which 
may have been specially checked against the questionnaire 
because it was felt that 0 was a very unlikely response 
in Ghana. As the table shows, after editing the childless 
category has become completely empty. It thus seems likely 
that some of the editing of this variable was done on an 
ad hoc basis - particularly the 29 changes to codes which 
were already in the legal range 0-20 and the reassignment 
of the 14 blank codes. This is disquieting because the re­
assigned codes from these sources tend to raise the mean 
of the distribution and tend also to reduce the dispersion. 

We suspect a high level of response error for desired 
family size, best indicated by the marked heaping on 4, 
6, 8, and 10 but also indicated by the high percentage who 
gave non-numeric responses. This sort of evidence implies 
low reliability and low face validity for the responses, 
exactly the situation in which the returns from resolution 
of a relatively small number of detectable errors can be 
reassuring but have no measurable benefits for the analysis. 
Even after editing, 628 women or 10.25 per cent of the 
sample still had special codes 91-99 and could not have 
been included in regressions, etc so the apparent gain of 
34 cases in the rest of the sample, from 6115 -652 = 5463 
to 6125-628=5497, is negligible. We conclude that the 
value of this variable would not have been seriously im­
paired if the out of range and blank codes had been 
automatically collected under some default code. 

We have reviewed a number of other key variables from 
the Ghana Fertility Survey with findings similar to those 
for age and children ever born or desired. In no case have 
we found a proportion which was substantially affected 
in terms of standard errors. For some variables, it is clear 



Table 5 Ghana Fertility Survey, Q576: total number of children desired, before and after editing 

Code RDBE 

0 13 
1 10 
2 131 
3 278 
4 1669 

5 612 
6 1320 
7 358 
8 410 
9 188 

10 344 
11 51 
12 66 
13 6 
14 5 

15 6 
16 1 
20 3 
91 359 
92 222 

93 14 
95 9 
98 6 
99 13 
Out of range 15 
Blank 14 

Total 6115 

that a default was employed just as in the automatic 
alternative discussed earlier for the reconciliation of error 
printouts. For example, in the Ghana Fertility Survey, 
Q214 asked whether the woman was currently pregnant, 
with legal codes (1) Yes, (2) No, (3) Don't know. Virtually 
all of the 43 women who were out of range or blank in the 
'before' file were placed into code 2, the 'No' category. 
Clearly, this placement was somewhat arbitrary but was 
probably motivated either by the belief that the question 
was skipped over by the interviewer when it was clear that 
the woman was not or could not be pregnant, in which cas_e 
one kind of bias would have been reduced, or else by the 
belief that error would be minimized if the unknown cases 
were all allocated to the largest category. At any rate, this 
decision very slightly reduced the estimated proportion 
pregnant from 10.79 to 10.73 per cent. Since the standard 
error of the proportion, estimated as before, is 0.40 per 
cent, once again the editing produced a change which was 
only a fraction of the standard error. 

Our conclusion from the univariate analysis of the 
Ghana Fertility Survey is that if (a) the 'out of range' 

RDAE Difference 

0 -13 
10 0 

132 +1 
280 +2 

1681 + 12 

615 +3 
1336 + 16 
362 +4 
419 +9 
183 -5 

344 0 
49 -2 
66 0 
5 -1 
5 0 

6 0 
1 0 
3 0 

370 + 11 Non-numerical response 
225 +3 Non-numerical response 

14 0 Non-numerical response 
9 0 Non-numerical response 
0 -6 Non-numerical response 

10 -3 Not stated code 
0 -15 
0 -14 

6125 +10 

codes for a variable had been transferred to a 'not stated' 
category and excluded from the case base for that vari­
able, and if (b) the more complex consistency checks had 
not been made or had not been resolved in any way, then 
the marginal distributions would have been equally as 
valid as the edited distributions. There would, however, 
have been small inconsistencies between the case bases; for 
example, the number of women answering questions ap­
propriate for pregnant women would not have been exactly 
the same as the number of women supposedly pregnant. 
A simple default could have reconciled inconsistencies of 
this type. 

The preceding comparisons for Ghana were based on 
alternative versions of the raw data file. The great bulk 
of substantive research is actually based on the Standard 
Recode File, which has all of the woman's data on a single 
long record, together with a number of recodes and impu­
tations as required in the birth and marriage histories. As 
stated earlier in this report, the impact of editing is best 
measured by comparing alternative versions of this file, 
an effort to which we now turn. 
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7 Univariate and Bivariate Comparisons 
for Six Standard Recode Files 

In section 6 we indicated, primarily in the case study of 
Ghana, the levels and some possible sources of edit fail­
ures or detectable inconsistencies in the raw data files. 
We shall now compare dirty and clean (ie unedited and 
edited) versions of the Standard Recode File. Following 
the reasoning presented in section 4, we have constructed 
dirty Standard Recode Files (DSRFs) for six participating 
countries. In the present section they will be compared 
with the current Standard Recode Files for the respective 
countries in terms of the univariate distributions and bi­
variate relationships developed in section 6. These six 
DSRFs were prepared in London by the second author of 
this report. Because this comparison is being made with the 
current SR, which is not necessarily SROl, the evaluation 
will include the impact of any subsequent updates of SROl. 

The six countries are Bangladesh, the Dominican Re­
public, Ghana, Haiti, Lesotho, and Portugal. They were 
not selected according to any particular scheme, but simply 
by the availability of an early unedited raw data file; these 
six comprise virtually all countries for which any such file 
could be identified. The actual dates or pedigrees of these 
files are not known, and it is possible that they have in 
fact been partially edited. With only one exception, how­
ever (Lesotho), they contain structural errors which are 
usually removed prior to the range, skip, and consistency 
editing. They all include codes out of range, which are the 
first kind of inconsistency to be removed in machine edit­
ing. They are thus early files indeed, even if not the very 
first ones to follow data entry. 

As described in section 4, we have compensated for the 
incomplete structural editing simply by matching complete 
cases on the clean and dirty SR Files. This simple expedient 
costs relatively few cases for each country, as shown 
in table 6. Although the percentage of cases lost in the 
matching is negligible except for Ghana, where it is about 
six per cent, one should not conclude that the structural 
editing is unimportant; quite the contrary. As described 
early in this report, all of the structural editing was in­
tended to precede the range, skip, and consistency editing. 

Table 6 Complete cases matched on clean and dirty 
Standard Recode Files 

Number of Number of OJo of cases 
Country cases in full cases in lost by 

clean SR matched SR matching files 

Bangladesh 6504 6353 2.32 
Dom. Rep. 3115 3068 1.51 
Ghana 6125 5746 6.19 
Haiti 3350 3338 0.36 
Lesotho 3603 3603 0.00 
Portugal 5148 5119 0.56 
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The low percentage in the last column of the table indicates 
that most structural checks had indeed been made earlier in 
the lineage of these files and that very little structural error 
remains for potential discovery during the consistency 
editing stage. 

The computer program used to create the matched 
'dirty' Standard Recode Files (DSRFs) were already writ­
ten and had been used in the countries on their cleaned 
raw data tapes. They were not modified to allow for in­
consistencies on the dirty tapes. It would be possible to 
modify these programs so that, for example, all out-of­
range codes would be collected into the 'not stated' code, 
and so on, but defaults such as this were not incorporated. 

In the case study of the raw data file for Ghana, we 
indicated that one might regard sampling error as a rough 
guide to whether a discrepancy between the dirty and clean 
files is 'large' or not. If the difference is substantially 
greater than might have occurred between two independent 
cleaned samples, then it may be regarded as serious; con­
versely, if it is within the range of sampling error, then it 
is not serious. This report will not rely heavily on such a 
standard or guide. We shall simply indicate at this point 
the approximate magnitude of the standard errors for the 
percentages under investigation. In a sample of 6000 cases, 
a percentage of 50 per cent have a standard error of 0.6 
per cent and a percentage of 5 per cent have a standard 
error of 0.3 per cent. In a sample of 3000 cases, the corres­
ponding standard errors are 0.9 and 0.4 per cent. In apply­
ing this rule of thumb, one should of course consider that 
the effective sample sizes are a good deal smaller than 
stated because of the design effect, and that we are making 
multiple comparisons rather than individual ones. 

7.1 CHANGES IN DISTRIBUTIONS 

Table 7 indicates the differences in the percentage distri­
butions between the matched dirty and clean SR Files for 
the six countries and for the 25 diagnostic variables. Two 
columns are given for each country. The first of these, 
headed 'Max', gives the absolute value of the maximum 
change in any category of the diagnostic variable. For 
example, in Bangladesh, the category of 'Age' (VOll) 
which changed the most was age <20. In the matched 
clean SR, 22 per cent of the sample were given with age 
<20, and in the matched dirty SR, 22.5 per cent; the 
absolute net change was 0.5 per cent. This is the number 
given in the table. The second column in each pair, headed 
'Mean', gives the average absolute change across all 
categories of the variable. In the case of Age in Bangla­
desh, to continue the example, there were changes of 0.1 
per cent or more in three other age categories. Age 20-24 
changed by 0.4 per cent; 30-34 by 0.1 per cent and 45-49 
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Table 7 Changes in distributions between the matched dirty and clean Standard Recode Files by country 

Variable Label Country: Bangladesh Dom. Rep. Ghana 

Categories a Maxb Meanc Max Mean Max Mean 

VOll Age (5 years) 7 0.5 0.2 0.1 0.0 0.2 0.1 
Vl08 Currently married 2 no change 0.2 0.2 0.2 0.2 
VllO Age at marriage 5-6 0.2 0.1 0.3 0.1 1.7 0.7 
Vll7 Yrs since marriage 6-7 0.2 0.1 0.3 0.2 0.6 0.3 
V206 Currently pregnant 2 0.1 0.1 no change 0.1 0.1 

V208 No. children born 5-8 no change no change 0.1 0.1 
V213 Living children 5-7 0.4 0.1 no change 0.1 0.0 
V221 Living sons 4-6 0.3 0.1 no change 0.1 0.0 
V222 Living daughters 4-5 0.4 0.2 no change 0.1 0.0 
V223 Children in first 5 years 3-4 0.5 0.4 0.9 0.5 2.4 1.2 

V225 Children in last 5 years 3-4 0.7 0.5 0.2 0.1 0.9 0.5 
V231 LCBI 4-5 1.3 0.6 0.4 0.2 1.7 0.3 
V233 Open interval 5 0.5 0.3 0.3 0.1 0.3 0.2 
V303 Length breastfed 6-9 no change no change 0.1 0.0 
V402 Exposure status 4-5 0.1 0.1 0.4 0.2 0.3 0.1 

V501 Desire birth 3 no change 0.3 0.2 0.4 0.3 
V511 Children desired 4-5 no change no change no change 
V635 Method currently used 1-4 no change 0.4 0.2 0.3 0.3 
V641 Type us1ed in LCBI 2-3 0.5 0.4 0.6 0.4 0.3 0.2 
V644 Use FP in OBI 2-3 0.2 0.2 0 0.8 0.5 0.3 0.2 

V645 Pattern of contraception 4-7 0.2 0.1 0.3 0.1 0.4 0.1 
V702 Type of residence 1-3 no change no change 0.2 0.1 
V704 Level of education 3-6 0.1 0.0 no change no change 
V711 Last work 2-4 0.1 0.0 0.2 0.1 0.4 0.2 
V804 Partner's occupation 1-6 0.1 0.0 1.0 0.4 0.8 0.3 

• Omitting categories which include less than 5 per cent of the sample. 
b Absolute value of the maximum change in any category. 
c Average absolute change across all categories. 

Haiti Lesotho Portugal 
--

Max Mean Max Mean Max Mean 

0.1 0.0 0.3 0.1 0.1 0.1 
0.5 0.5 no change 0.3 0.3 
0.9 0.4 0.8 0.4 0.3 0.2 
0.3 0.2 0.2 0.1 0.1 0.0 
0.1 0.1 no change no change 

no change 0.1 0.0 no change 
0.1 0.0 0.1 0.0 0.1 0.0 
0.1 0.1 0.3 0.1 0.2 0.1 
0.2 0.1 0.3 0.2 0.1 0.1 
1.7 0.8 1.5 0.6 0.9 0.4 

0.1 0.0 0.5 0.4 0.3 0.2 
0.8 0.3 0.4 0.1 0.4 0.2 
0.3 0.2 0.5 0.2 0.6 0.2 
4.0 0.9 not used no change 
0.9 0.5 0.3 0.2 0.1 0.1 

2.0 1.0 0.4 0.3 no change 
no change no change no change 
1.2 0.8 0.7 0.7 0.2 0.1 
not used 0.4 0.4 0.2 0.1 

0.9 0.6 0.8 0.6 0.2 0.2 

1.3 0.8 0.5 0.2 0.2 0.1 
no change no change not used 
0.4 0.2 no change 0.2 0.1 
0.5 0.3 0.1 0.0 0.2 0.1 
1.1 0.4 no change no change 



by 0.1 per cent. The average change across seven categories 
was therefore (0.5+0.4+0.l+0.1)/7=0.157, rounded to 
0.2 per cent. The index of dissimilarity, if preferred, may 
be estimated as one-half of the mean deviation times the 
number of categories. Because of rounding in our figures, 
such a calculation will be approximate. Note that devi­
ations below a rounded level of 0.1 per cent (0.05 per cent 
before rounding, or one case in 2000) are ignored, simply 
because they cannot be calculated with SPSS. Further, 
all calculations are rounded to the nearest 0.1 per cent. 
Categories including less than 5 per cent of the sample on 
both files are ignored. 

For many variables it would be possible to calculate 
means and standard deviations, etc and differences be­
tween the clean and dirty versions in these summary 
statistics. We have not done this because changes would 
appear extremely small in that form. The selected indi­
cators imply that the univariate distributions were affected 
very slightly, if at all, by the range, skip, and consistency 
editing. In our review of the 147 distributions (25 variables 
for each of six countries, except for three instances in 
which a variable was not used by a country), we found 
only 12 in which any category changed by more than one 
per cent as a result of editing. Three-quarters, or 112, of 
the distributions had no category which changed by as 
much as one-half of one per cent. Changes appear to be 
least likely for numbers of children ever born and living, 
fertility desires, and background variables. They appear to 
be more likely for variables which involve the birth history. 
There are exceptions to these generalizations, of course. 

Table 7 shows that Portugal had no category which 
changed by as much as one per cent. The tapes from 
Bangladesh, Dominican Republic, and Lesotho had only 
one variable each in which any category experienced a net 
change of one per cent or more. Preliminary distributions 
from these tapes, particularly if rounded to the nearest 
one per cent, could have been issued with confidence. 
Ghana and Haiti had two and six variables, respectively, 
with deviations of one per cent or more. These are not 
trivial changes, and we shall comment briefly on each 
change which exceeded one per cent. 

Changes in the Haiti SR file of one per cent or more 

V223 (Children in first five years)-drop of 1.7 per cent 
in 'zero children' and increase of 1.2 per cent in 
'two children'; mean increased by 0.036 

V303 (Length of breastfeeding)-change in shortest 
durations, '0-2 months', from 6 to 2 per cent 

V501 (Desire for future births)-'not stated' fell from 
6.3 to 4.3 per cent, redistributed across More/No 
more/Undecided without changing their balance 

V635 (Method currently used)-drop in 'none' of 1.1 
per cent; increase in 'rhythm' of 1.2 per cent 

V645 (Pattern of contraceptive use)-drop in 'used in 
closed interval' by 1. 3 per cent 

V804 (Partner's occupation)- increase of 1.1 per cent in 
the largest category, which is 'small farmer'. 

Changes of one per cent or more 
in the remaining four countries 

Ghana, VllO (Age at first marriage)-net shift of 1.7 per 
cent out of 'less than 15', redistributed across higher 
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categories. If the youngest category is assigned to age 
14.0, then the shift caused the mean to rise by 0.0875, 
or one month 

Ghana, V223 (Children in first five years)-drop of 2.4 
per cent in 'zero children', increase of 1.2 per cent in 
'two children'; mean increased by 0.047 

Bangladesh, V231 (length of LCBI)-small shift from 
'24-35 months' to '12-23 months' 

Dominican Republic V804 (Partner's occupation)-shift 
from 'agricultural worker' to 'farmer' 

Lesotho V223 (Children in first five years)-drop of 1.5 
per cent in 'zero children', increase of 1.4 per cent in 
'two children'; mean increased by 0.039 

It will be noted from this list that V223 (Children in first 
five years) changed in exactly the same way in Ghana, 
Haiti, and Lesotho, with a small net transfer from zero to 
two and an increase in the mean of about 0.04 of a child. 
V804 (Partner's occupation) changed non-trivially in Dom­
inican Republic and Haiti. No changes in background vari­
ables had been expected, but this one changed in a different 
way in these two cases. V635 (Method currently used) and 
V645 (Pattern of contraceptive use) both changed in Haiti. 
There was a tendency to shift away from never-use and 
toward current or recent use; we suspect that the changes 
were due to clarification of filters. The various other net 
transfers as a result of editing do not show a discernible 
pattern, and we have no reason to believe that they could 
have been anticipated. 

7.2 CHANGES IN BIVARIATE ASSOCIATIONS 
AND FERTILITY RATES 

Most net changes to the univariate distributions during 
the editing process were quite small. However, there will 
be many individual-level changes which cancel out in 
aggregations, not altering the distributions at all, and in­
visible to this point. The first point at which such changes 
will begin to appear is in cross-tabulations. We shall now 
turn to the ten two-way tabulations listed in section 5 of 
this report, looking for evidence of altered associations 
between variables as a result of the editing process. This 
review will include examination of age-specific fertility 
rates. 

The association between the pairs of variables in the 
diagnostic tables will be summarized with the coefficient 
of association, C. This is a commonly used chi-square 
based measure; if X2 is the calculated value of chi-square 
for a table of N cases, then 

C = y X2/(X2 + N). 

This measure is positive with limits of 0 and 1, and is de­
signed to remove the effect of the sample size, N. Because 
it is based on a test statistic, X2, and does not have a 
rationale in terms of proportionate reduction of error, for 
example, it is not an ideal measure of association. How­
ever, it has the advantage of being applicable to cross­
clarifications of either nominal or ordinal variables, and it 
is not subject to sharp discontinuities for small interior 
changes in a table, which is a weakness of most alternative 
measures for cross-tabulations of nominal variables. 



Table 8 Coefficients of contingency for two-way tables calculated from the matched dirty and clean Standard Recode Files 
for six countries 

Dirty Clean Diff Dirty Clean Diff Dirty Clean Diff 

Bangladesh Dom. Rep. Ghana 

V208XV117 0.71241 0.71775 0.006 0.77221 
V208xVOll 0.70290 0.70505 0.002 0.67771 
V225 xVOll 0.44462 0.44540 0.000 0.43126 
V501 xV213 0.49054 0.49704 0.006 0.49333 
V511 xVOll 0.26468 0.26300 -0.002 0.42202 
V635 xVOll 0.22304 0.22066 -0.002 0.35348 
V231 xV641 0.06569 0.05477 -0.011 0.14857 
V645 xVOll 0.37017 0.36974 0.000 0.40432 

Haiti Lesotho 

V208 xV117 0.77427 0.77396 0.000 0.69579 
V208 xVOll 0.66840 0.66784 -0.001 0.66087 
V225xVOll 0.43405 0.43955 0.006 0.40904 
V501 xV213 0.52417 0.52271 -0.001 0.40332 
V511 xVOll 0.34517 0.34363 -0.002 0.31364 
V635 xVOll 0.25642 0.26902 0.013 0.14511 
V231 xV641 N.A. 0.07664 
V645 xVOll 0.27888 0.26259 -0.016 0.44993 

Table 8 gives the values of C for the dirty and clean 
files, and the differences, for each of the six countries. 
These are computed for the ten two-way tables listed in 
section 5 except for the age-specific fertility rates (to be 
discussed below) and the proportion wanting another child 
by numbers of living sons and daughters. This latter table 
of proportions is derived from a three-way table of fre­
quencies; we calculated C in each panel and reached the 
conclusion that the difference between the dirty and clean 
versions of this table was in the range of differences for 
other tables within each country. Those more detailed 
calculations are therefore omitted from table 8. 

There are 47 pairs of coefficients in table 8, taking a 
wide range of values from nearly 0.0 to nearly 0.8. The 
differences within a pair, ie the clean C minus the dirty C, 
so to speak, are generally quite small. Fully 41 or 87 per 
cent of the pairs have a difference of less than 0.010 
between the two values of C. The six largest differences 
(in absolute value) are 0.010, 0.011, 0.013, 0.016, 0.018 
and 0.023. We do not believe that any researcher would 
have altered his or her inferences about these associations 
as a result of the data editing. For example, the largest 
difference in this set, 0.023, occurred for V231 X V641 in 
Ghana. In the dirty table, C was 0.320, and after editing 
it fell to 0.297, a relative decline of only seven per cent. 

Earlier we mentioned the possibility that associations 
might tend to be strengthened by the editing, ie they might 
be somewhat attenuated unless this step was carried out. 
There is evidence here to support such an hypothesis. Out 
of the 47 differences given in table 8, seven are zero (to 
three decimal places), 11 are negative, and 30 are positive. 
This tendency for C to increase is statistically highly sig­
nificant with a sign test. Further examination shows, 
however, that most of this imbalance can be traced to 
Lesotho. In this data set, C increased after editing in all 
of the diagnostic tables, but by an amount ranging from 
0.001 to 0.018 and averaging only 0.005. Considering that 

0.77418 0.002 0.71924 0.72536 0.006 
0.67851 0.001 0.71806 0.72316 0.005 
0.43340 0.002 0.44277 0.45265 0.010 
0.49284 0.000 0.45011 0.45275 0.003 
0.42477 0.003 0.44499 0.44544 0.000 
0.35132 -0.002 0.21818 0.21484 -0.003 
0.15696 0.008 0.32016 0.29719 -0.023 
0.40429 0.000 0.35387 0.36303 0.009 

Portugal 

0.69867 0.003 0.53795 0.53916 0.001 
0.66351 0.003 0.45831 0.46210 0.004 
0.41149 0.002 0.46835 0.47093 0.003 
0.41232 0.009 0.48872 0.48878 0.000 
0.31451 0.001 0.25340 0.25192 -0.002 
0.21287 0.018 0.31580 0.31801 0.002 
0.08004 0.003 0.27057 0.27503 0.004 
0.45113 0.001 0.26414 0.26597 0.002 

the edited values of C ranged from 0.007 to 0.696 for 
that country, an average attenuation of 0.005 has no 
importance for the analysis. 

To summarize, the small disturbances in univariate dis­
tributions are no more serious when we take a pair of 
variables together-at least not to the point of affecting 
interpretations. There is some evidence that the dirty co­
efficients tend to be slightly smaller than the clean ones, 
but by a trivial amount. 

Fertility rates for the previous five years were calculated 
for each of the six countries using FER TRA TE, the stan­
dard WFS computer program for this purpose. These were 
calculated for five-year age groups 15-19, ... , 45-49 and 
for the total (multiplied by five, the total fertility rate). 
We examined the rates for the clean and dirty SR Files 
and also the numerators and denominators of those rates, 
which measure numbers of births and woman-years of 
exposure. Table 9 gives the ratio of the unedited to edited 
estimates of these rates for the five years before the survey. 

With the exception of Ghana, current fertility rates 
calculated from the dirty matched Standard Recode File 
are quite close to those from the clean matched file. The 
total fertility rate for years 0-4 before the survey is low 
by only one per cent in the dirty file for the Dominican 
Republic; low by two per cent for Bangladesh, Lesotho, 
and Portugal, and low by five per cent for Ghana. The 
five-year age-specific fertility rates are also generally low, 
and only occasionally too high. This pattern carries over 
to the numerators and denominators of the fertility rates; 
both are usually lower than in the edited data, but the loss 
to the numerator is a bit greater, pushing the rates down. 
There is no clear indication of any pattern across ages. 

The dirty TFRs are generally a quite good approximation 
to the clean ones, in our view, but one could hope that the 
correspondence in age-specific rates was less erratic. The 
general deficiency in the numerators and denominators 
of the rates appears not actually to arise within the data, 
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Table 9 Ratio of unedited to edited estimates of age-specific rates and total fertility rates for years 0-4 before the survey 
for six countries 

Age (yrs) Bangladesh Dom. Rep. Ghana· 

15-19 1.00 0.99 1.00 
20-24 0.98 1.00 0.97 
25-29 0.97 0.99 0.94 
30-34 0.99 0.98 0.94 
35-39 0.96 0.97 0.94 
40-44 0.91 1.00 0.91 
45-49 1.20 1.00 0.96 
TFR 0.98 0.99 0.95 

however, but in how the data are processed by FERT­
RA TE. The computer program assumes that all data pre­
sented to it have been completely cleaned and contain no 
'99' codes, etc. It includes no internal checks of its own 
and therefore has no default procedures. If the program 
encounters certain impossible values for the woman's birth 
date (or marriage date, in the case of marital fertility 
rates), such as a birth date which would give her an im­
possibly young age, then the woman will be dropped al­
together and all of her births will also be dropped. Such 
a case will lead to a deficit in both the numerators and 
denominators of the age-specific rates. Then again, if an 
error is encountered in the birth history, such as a child­
birth which was impossibly long ago, then the birth will 
be dropped, leading to a deficit in the numerator only. 
Like all fertility rate programs, FERTRATE works by ac­
cumulating an array of births and an array of exposure, 
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Haiti Lesotho Portugal 

1.00 0.99 0.99 
0.99 1.00 0.98 
0.97 0.97 0.98 
0.97 0.99 0.98 
0.94 0.94 0.97 
0.99 0.96 0.90 
1.00 1.07 1.10 
1.00 0.98 0.98 

and dates which fall outside of the dimensions of the array 
will be omitted entirely. 

In our view, this handicap in FERTRATE (a handicap 
only if the data have not been completely cleaned) could 
be largely overcome by introducing defaults. At the very 
least, a count of unacceptable codes could be kept and 
then be used to inflate all rates. In other words, software 
modification could at least partially substitute for com­
plete date editing. Yet, as was described earlier in this 
report, date editing with DEIR can be carried out quite 
expeditiously (recall that in Yemen it required only nine 
person-weeks). We therefore suggest that when DEIR or 
the equivalent is available, then the dates should be edited 
rather early. Apparently an aggregate measure of current 
fertility such as the total fertility rate can usually be 
computed safely before editing. 



8 The Effect of Editing upon Multivariate Analyses 

We now turn to our most stringent evaluations of the 
importance of range, skip, and consistency editing. Two 
multivariate analyses will be carried out identically on the 
clean and dirty versions of the Standard Recode Files for 
each of the six countries under study. Because each analysis 
involves several variables and rather complex calculations, 
there are many ways in which shifts which had a minor 
impact on univariate distributions and two-way cross­
tabulations may now be quite important. 

The two analyses range in complexity between the 
sophisticated use of a many-way table of the sort found in 
the standard tabulation plan, and a micro-level multiple 
regression typical of second stage analysis. We shall begin 
with the somewhat simpler example. 

8.1 AN ANALYSIS OF CONTRACEPTIVE USE 

The first analysis is simpler in the sense that it is based 
upon a many-way tabulation. It will be subjected to logit 
regression (using the GLIM computer program), but it 
involves no interval-level variables, in contrast to the 
second example. Our interest is in predicting current use 
of contraception among exposed women, using desire for 
another child, number of living children, and a back­
ground variable. The dirty and clean tapes will be com­
pared in terms of whether they both lead to the same 
model (ie the same interaction terms) and the degree 
of correspondence between estimated coefficients for a 
particular model. The analysis is confined to currently 
exposed women (V404=1) partly because these were the 
only women who were actually asked about current con­
traceptive use and partly because this control imposes 
another demand upon the correspondence between clean 
and dirty files. (Note that, as is standard practice for 
WFS, sterilized women are counted as current users and 
as currently exposed.) The variables involved are: 

V637 Current use of contraception (Yes/No) 
V501 Desire for future birth (Wants more/Wants no 

more/Undecided) 
V217 Number of living children (0-3/4-6/7 or more) 
V711 Woman's work status since marriage (collapsed to 

No Work/Family-Self/Others) 

The table, V637 x V501 x V217 x V711 for V404=1, was 
run on SPSS. It is similar to some tables in the First 
Country Report's standard tabulation plan, but is not 
precisely identical to any of them. The table was submitted 
to GLIM for estimation of all hierarchical models on the 
log odds of Yes vs. No on V637. This procedure was 
applied to the dirty and clean matched Standard Recode 
Files for each of the six available countries. 

The dirty and clean files will first be compared in terms 
of which model best fits the dependent log odds on V637. 
These models will be stated in the notation of GLIM, with 
V501, V217, and V711 referred to by the symbols 1, 2, and 
3 respectively. Then, for example, the model 1+2 + 3 + 12 
denotes the fitting of the log odds on V637 using main 
effects for V501, V217, and V711 plus the two-way inter­
action of V501 with V217. Table 10 gives the optimal 
models for each file, ie out of all hierarchical models of 
main effects plus interactions, the ones which fit accept­
ably in terms of chi-square and use the smallest number 
of parameters. 

The two files lead to exactly the same model in three 
cases: Bangladesh, Portugal and Ghana. In the other three 
countries (the Dominican Republic, Haiti, and Lesotho) 
the only difference is in the addition or deletion of a single 
type of interaction term, either 12 or 23. For all these 
cases, the optimal model in the clean file was acceptable 
but not optimal in the dirty file. That. is, if the analysis 
had been limited to the dirty files, thenin all six countries 
the researchers would have accepted the models which 
appear best in the clean file, but in only three of the six 
countries would the same model have been optimal. 

Generally, one is less interested in the best-fitting model, 
as such, and more interested in the magnitude and signifi­
cance of specific effects. Table 11 gives the estimated 
effects and their standard errors from the optimal models 
listed above. The table does not label the effects, because 
that is not important for the present purpose, but the first 
effect is the overall main effect; the next three pairs refer 
to variables 1, 2, and 3 respectively, and the subsequent 
groups of four refer to interactions 12, 13 and 23, respec­
tively. Effects are calculated by GLIM as deviations from 
a reference category, which is always taken to be category 
1. Thus, these are logit regression coefficients with dummy 
variable coding, rather than MCA-type coefficients which 
would add to zero in groups. 

An asterisk is placed next to each coefficient which is 
greater (in absolute value) than 1.96 times its standard 
error. Such effects are nominally significant at the 0.05 
level, but the true level of significance is somewhat less 

Table 10 Optimal hierarchical models on the log odds 
of Yes vs. No on V637 for six countries 

Country Dirty file Clean file 

Bangladesh 1+2 1+2 
Dom. Rep. 1+2+3 1+2+3+12 
Ghana 1+2+3+12+13 1+2+3+12+13 
Haiti 1+2+3+12 1+2+3 
Lesotho 1+2+3+13 1 + 2 + 3 + 13 + 23 
Portugal 1 + 2 + 3 + 13 + 23 1+2 + 3 + 13 + 23 
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Table 11 Comparison of the best-fitting logit regression models for six countries, as computed by GLIM from the dirty 
and clean matched Standard Recode Files 

Dirty (1 +2) Clean (1 +2) Difference 

Coe ff Est SE Est SE Est St'dized 

A Bangladesh 

1 -3.804 0.2393 -3.857* 0.2461 -0.0530 -0.2215 
2 1.841 * 0.2509 1.862* 0.2576 0.0210 0.0837 
3 0.3886 0.4333 0.3943 0.4366 0.0057 0.0132 
4 0.1853 0.1220 0.2339 0.1226 0.0486 0.3984 
5 0.3885* 0.1609 0.3887* 0.1621 0.0002 0.0012 

Dirty (1 + 2 + 3) Clean (1 + 2 + 3 + 12) Difference 

Coe ff Est SE Est SE Est St'dized 

B Dom. Rep. 

1 -1.473* 0.1554 -1.518* 0.1702 -0.0450 -0.2896 
2 1.936* 0.1713 1.872* 0.2173 -0.0640 -0.3736 
3 0.3268 0.3482 0.8510 0.5084 0.5242 1.5055 
4 -0.2062 0.1659 -0.2052 0.3315 0.0010 0.0060 
5 -0.6197* 0.1912 -0.3845 0.5086 0.2352 1.2301 
6 0.1664 0.2063 0.2621 0.2069 0.0957 0.4639 
7 0.4226* 0.1511 0.4285* 0.1509 0.0059 0.0390 
8 0.1463 0.3851 
9 -0.1482 0.5520 

10 -0.2303* 0.7457 
11 -2.026 1.245 

Dirty (1+2+3+12+13) Clean (1+2+3+12+13) Difference 

Coe ff Est SE Est SE Est St'dized 

c Ghana 

1 -3.146* 0.4583 -2.924* 0.4209 0.2220 0.4844 
2 2.101* 0.8453 1.754* 0.8230 -0.2560 -0.3029 
3 0.1223 0.9893 -0.3773 0.9622 -0.4996 -0.5050 
4 -0.1830 0.1698 -0.1684 0.1676 0.0146 0.0860 
5 0.1874* 0.3391 0.1793 0.3387 -0.0081 -0.0239 
6 1.077* 0.4643 0.8424* 0.4274 -0.2346 -0.5053 
7 1.968* 0.4935 I. 797* 0.4574 -0.1710 -0.3465 
8 0.01885 0.4185 0.05606 0.4071 0.0372 0.0889 

.9 -0.4544 0.5356 -0.4141 0.5263 0.0403 0.0752 
IO 1.551* 0.6403 1.679* 0.6325 0.1280 0.1999 
11 -0.8874 1.205 -0.8455 1.203 0.0419 0.0348 
12 -1.231 0.8145 -0.9905 0.7933 0.2405 0.2953 
13 -0.6889 0.8821 -0.4756 0.8578 0.2133 0.2418 
14 -1.717 0.9369 -1.283 0.9112 0.4340 0.4632 
15 -0.2307 1.079 0.1431 1.061 0.3738 0.3464 
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Table 11 (cont) 

Dirty (1 + 2 + 3 + 12) Clean (1 + 2 + 3) Difference 

Coe ff Est SE Est SE Est St'dized 

D Haiti 

1 -1.331 * 0.1949 -1.335* 0.1885 -0.0040 -0.0205 
2 0.8535* 0.2003 0.9224* 0.1772 0.0689 0.3440 
3 0.2324 0.3268 -0.1327 0.2879 -0.3651 -1.1172 
4 -0.09345 0.4703 -0.1836 0.1707 -0.0902 -0.1917 
5 -8.777 40.01 0.3905 0.2317 9.1675 0.2291 
6 -0.3407 0.1818 -0.2984 0.1803 0.0423 0.2327 
7 0.3143 0.2259 0.3451 0.2231 0.0308 0.1363 
8 -0.02894 0.5093 
9 9.343 40.01 

10 - 1.605 0.9123 
11 -0.06602 58.43 

Dirty (1 + 2 + 3 + 13) Clean (1+2 + 3 + 13 + 23) Difference 

Coe ff Est SE Est SE Est St'dized 

E Lesotho 

1 ~3.225* 0.1717 -2.987* 0.1594 0.2380 1.3862 
2 1.500* 0.2569 1.592* 0.2410 0.0920 0.3581 
3 -6.918 34.03 2.309* 0.7251 9.2270 0.2711 
4 0.2440 0.2209 -0.003905 0.2376 -0.2479 -1.222 
5 0.2236 0.3639 -0.1184 0.4363 -0.3420 -0.9398 
6 1.027* 0.3238 2.845* 0.9587 1.8180 5.6146 
7 0.3384 0.3970 -0.3336 0.4953 -0.6720 -1.6927 
8 -1.448* 0.7210 -2.849* 0.9811 -1.4010 -1.9431 
9 0.3653 0.5157 0.1575 0.5391 -0.2078 -0.4029 

10 9.737 34.05 -11.61 72.47 -21.347 -0.6269 
11 0.2392 80.05 -8.554 72.47 -8.7932 -0.1098 
12 -1.403 1.001 
13 1.096 0.5847 
14 No cases 
15 1.238 0.8969 

Dirty (1+2+3+12+ 13) Clean (1+2+3+12+13) Difference 

Coe ff Est SE Est' SE Est St'dized 

F Portugal 

1 0.8057* 0.1216 0.8014* 0.1211 -0.0043 -0.0354 
2 0.5756* 0.1545 0.5838* 0.1542 0.0082 0.0531 
3 -0.3677 0.3474 -0.3505 0.3477 0.0172 -0.3505 
4 0.2755 0.2618 0.2620 0.2621 -0.0135 -0.0516 
5 -0.5913 0.4052 -0.7486 0.3973 -0.1573 -0.3882 
6 -0.9665* 0.1754 -0.9736* 0.1740 -0.0071 -0.0405 
7 0.2625 0.1555 0.2859 0.1552 0.0234 0.1505 
8 0.6303* 0.2188 0.6324* 0.2177 0.0021 0.0096 
9 0.4225* 0.2021 0.3960* 0.2018 -0.0265 -0.1311 

10 0.1262 0.4745 0.05356 0.4723 -0.07264 -0.1531 
11 0.3239 0.4877 0.3131 0.4868 -0.0108 -0.0221 
12 1.002* 0.3171 -1.050* 0.3165 -0.048 -0.1512 
13 -0.6195 0.3441 -0.6993* 0.3409 -0.0798 -0.2319 
14 -0.5656 0.5118 .-0.3370 0.5086 0.2286 0.4467 
15 -0.2253 0.5870 0.1087 0.5951 0.334 0.5690 
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because of the design effect. We assume that the basic 
conclusions of the comparison are not affected by the use 
of a nominal level of significance. 

The overlap between the dirty and clean files in their 
inferences about the six countries in question is indicated 
below. 

Clean file 

Sig Not sig 

Sig 23 

Dirty file 

Not sig 3 87 

Excluding the saturated model, which would fit each file 
perfectly, there are 19 possible effects for each country, or 
a total of 6xl9= 114. Generally there is good agreement; 
in only four out of the 114 possible inferences is there dis­
agreement. Two of these were for the Dominican Republic, 
one was for Lesotho and the other was for Portugal. 

One may ask whether there is any bias or attenuation in 
the magnitude of the coefficients. There are 60 pairs of 
estimates which can be compared (in the other 54, one or 
both of the estimates was so close to zero that it was ex­
cluded from the best fitting model). In 32 of these pairs, 
the clean file produces coefficients which are closer to 0, 
and in the remaining 28 the clean estimate is further from 
zero. If the dirty estimates were attenuated, then the 
balance would be in the opposite direction. In any event, 
with 60 pairs a 32: 28 split is not significantly different 
from an even split. Similarly, there is no indication of a 
bias. Of the 60 pairs, the clean estimate is smaller than the 
dirty one 27 times and larger 33 times. Among the coef­
ficients which are significant in a pair of files, the corres­
ponding split is 12: 11, as close to equality as possible. 

The final comparison between the dirty and clean logit 
regressions will be based on the last column of table 11. 
The indices in that column are the difference between 
estimates (the clean estimate minus the dirty estimate), 
divided by the standard error of the dirty estimate. These 
indices, or standardized differences, as they will be called, 
are motivated by the following reasoning. Suppose that 
the data had not been cleaned, and the estimates from the 
dirty file had been accepted for analysis. Then the point 
estimate given in the first column of table 11, together 
with the standard error of that estimate, given in the 
second column, could be used to construct an interval 
estimate. A standardized difference is the necessary width 
of such an interval, expressed in standard deviations, if it 
is to encompass the clean estimate. It is not to be regarded 
as a test statistic in any sense, but rather as a measure of 
the accuracy of the dirty coefficients as estimates of the 
clean coefficients. Alternative indices could be devised, 
using either the dirty or clean standard error or both, with 
similar empirical results. 

Out of the 60 standardized coefficients which it is poss­
ible to compute, 47, or 78 per cent, are in the range of -0.5 
to +0.5. In these 47 cases, the clean coefficient is less than 
half a standard deviation away from the dirty estimate. In 
another five comparisons, the absolute value of the index 
is between 0.5 and 1.0 standard deviations away; in four 
more, between 1.0 and 1.5; in three more between 1.5 and 
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2.0; and in one case it is more than 2.0 standard deviations 
away. The most extreme case is for coefficient no 6 in the 
Lesotho data; and despite the differences in magnitude 
of the two estimates for this coefficient, both concur in 
attaching a high level of significance to this effect. The 
second and third largest standardized indices are also for 
Lesotho (coefficients no 8 and no 7 respectively) and they 
also do not entail any disagreement about significance. 

Our interpretation of table 11 is that an analyst who was 
sensitive to the importance of sampling error would not 
have reached any notably different conclusions from the 
dirty files for these countries than from the clean files. This 
conclusion is based on examination of model selection, 
possible attenuation and bias, and the magnitude of de­
viations between the two estimates of each kind of effect. 

8.2 AN ANALYSIS OF CURRENT FERTILITY 

Our second example places substantially heavier demands 
upon the data. It requires processing of the complete 
individual-level files because it includes three interval-level 
variables as well as two categorical socio-economic vari­
ables and uses multiple regression. Moreover, all three of 
the interval-level variables are drawn from the dates in 
the birth and marriage histories. We are not aware of any 
published analysis of WFS data which uses exactly the 
same model, but there is close correspondence to a model 
used by Rodriguez and Cleland (1981). 

As this analysis includes the effect of date imputation it 
is necessary to discuss how far this imputation will be the 
same in the dirty and clean tapes. Imputation is based on 
pseudo-random numbers generated from a seed, which is 
always the same seed. Therefore the sequence of numbers 
is always the same. However, they will not produce the 
same individual date imputations for each event in the two 
files because once one of the files has an event to be im­
puted which the other file does not have they will get out of 
step. This, in general, will happen quite early on. Thus the 
two sets of imputations may be regarded as almost indepen­
dent, though based on the same imputation principles. 

Our interest here, as in the preceding example, is almost 
entirely in whether the clean and dirty files yield compar­
able conclusions about the adequacy of & model, and not 
in the model itself. Nevertheless, we have tried to select a 
model which is plausible and of some general interest. We 
shall take the number of births in the preceding five years 
as the dependent variable, and regress it upon marital 
duration, age at marriage, two background variables (rep­
resented as dummy variables) and interactions between 
duration and the background variables. Women married 
less than five years will be excluded. In particular, we use: 

Y=V225 
D=Vii6 
A=V109 
U (from V702) 
El (from V704) 

E2 (from V704) 

E3 (from V704) 

Births in the past five years 
Years since first marriage 
Age at first marriage 
Dummy variable for urban women 
Dummy variable for lower primary 
education 
Dummy variable for upper primary 
education 
Dummy variable for secondary edu­
cation and above. 



The omitted or reference category for 'type of place of 
residence' is 'rural' and for 'education' is 'none'. The 
regression equation is 

Y= bo+ b1(D)+ b2(A)+ b3(U)+ b4(DU)+ bs(El)+ 
b6(DE1) + b1(E2) + bs(DE2) + b9(E3) + b10(DE3) 

This regression was prepared with SPSS from the dirty 
and clean files for the same six countries as above. The 
regression coefficients, standard errors, and R2 values 
from these runs are presented· in table 12. Because the cal­
culation of standard errors by SPSS does not take account 
of the design effect, as mentioned earlier, all of the esti­
mates of standard errors are conservative. Nevertheless, 
an asterisk is again attached to each coefficient which is 
at least 1.96 times its estimated standard error in order 
to suggest which effects are statistically significant. The 
phrase 'Not in the equation' appears where the coefficients 
were automatically omitted by SPSS because they were 
very small relative to their standard errors. 

The entries in table 12 will be examined systematically in 
very much the same way as the logit regression estimates 
in table 11. We shall look at the overlap in significance of 
dirty and clean estimates; possible attenuation in the dirty 
estimates; possible bias; and the standardized differences 
between the two sets of differences. 

Out of the 60 regression coefficients for the six countries 
(ignoring the constant term, bo, which is always signifi­
cant), 18 are significant in both files at the nominal 0.05 
level and another six are significant in one file but not the 
other. There are three discrepancies for Portugal, involving 
b5 , b6 and b10; two discrepancies for Bangladesh, involving 
b3 and b7, and one for Lesotho involving b3 again. 

Clean file 

Sig Not sig 

Sig 18 2 

Dirty file 

Not sig 4 36 

b3, for Bangladesh, involves the largest among all 60 
differences. The two estimates are of the same sign, but 
differ greatly in magnitude. The other discrepancies in 
putative significance are due to sharply different estimated 
standard errors. The coefficients themselves are not greatly 
different. The remaining 36 coefficients are insignificant 
in both files. 

Next we consider the possibility that the dirty co­
efficients are attenuated, ie are systematically closer to 
zero than the clean estimates. Out of the 49 pairs of 
coefficients in which.SPSS produced both a dirty and a 
clean estimate, the dirty estimate was closer to zero 26 
times. The balance is far from significant with a two-tailed 
sign test. 

The difference in column 5 of the table, the clean esti­
mate minus the dirty estimate, is positive for 20 and 
negative for 29 pairs. That is, more often than not, the 
clean estimate is more positive than the dirty. There is 
perhaps a suggestion of bias here, but it is again far from 
significant with a sign test. 

Finally, the standardized differences in column 6 of 
table 12 will be reviewed. To repeat the earlier rationale 
for dividing the differences in column 5 by the estimated 
standard errors of the dirty coefficients, these ratios give 
the width of a dirty interval estimate, in terms of standard 
deviations, which would be required to enclose the clean 
estimate. Expressed in this way, the discrepancies are simi­
lar to those found in the logit regressions. Fully 38 out of 
49, or 78 per cent of the standardized differences, are less 
than 0.5 in absolute value; six are between 0.5 and 1.0 
standard deviations away; three are between 1.0 and 1.5; 
and two are over 2.0. The two largest pertain to bi and 
b10 for Portugal. The dirty and clean estimates for these 
coefficients do not differ greatly but the standard errors of 
the dirty estimates are relatively small and produce large 
standardized differences. 

To summarize the regression results in table 12, most 
countries are virtually identical in the dirty and clean 
versions. An analyst who was sensitive to the effect of 
sampling error would have reached conclusions from the 
dirty file which would be altered only trivially, if at all, 
by the cleaning. 
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Table 12 Comparison of the regressions for six countries, as computed by SPSS from the dirty and clean matched 
Standard Recode Files 

Dirty Clean Difference 

Coe ff Est SE Est SE Est St'dized 

A Bangladesh 

b1 -0.0316* 0.0093 -0.0441* 0.0015 -0.0125 -1.3441 
b2 -0.0154* 0.0061 -0.0202* 0.0061 -0.0048 -0.7869 
b3 0.3828* 0.1723 0.1417 0.1025 -0.2411 -1.399 
b4 -0.0127 0.0094 -0.0079 0.0055 0.0048 0.5106 
bs 0.0589 0.0477 0.0578 0.0463 -0.0011 -0.0231 
b6 Not in the equation Not in the equation 
b1 0.1616 0.0881 0.1143* 0.0420 -0.0473 -0.5369 
bs -0.0027 0.0051 Not in the equation 
b9 Not in the equation 0.1373 0.1742 
b10 Not in the equation -0.0088 0.0119 

R2 0.1783 0.1857 0.0074 

Dirty Clean Difference 

Coe ff Est SE Est SE Est St'dized 

B Dom. Rep. 

b1 -0.0816* 0.0073 -0.0810* 0.0072 0.0006 0.0822 
b2 -0.0379* 0.0067 -0.0393* 0.0067 -0.0014 -0.2090 
b3 -0.5418* 0.1128 -0.5300* 0.1132 0.0118 0.1046 
b4 0.0052 0.0063 0.0055 0.0064 0.0003 0.0476 
bs 0.0166 0.1719 0.0515 0.1705 0.0349 0.2030 
b6 0.0042 0.0084 0.0025 0.0084 -0.0017 -0.2024 
b1 -0.3454 0.1766 -0.3294 0.1766 0.0160 0.0906 
bs 0.0157 0.0095 0.0142 0.0095 -0.0015 -0.1579 
b9 -0.5971 * 0.2056 -0.5362* 0.2070 0.0609 0.2962 
b10 0.0151 0.0116 0.0116 0.0118 -0.0035 -0.3017 

R2 0.2822 0.2819 -0.0003 

Dirty Clean Difference 

Coe ff Est SE Est SE Est St'dized 

c Ghana 

b1 -0.0471* 0.0024 -0.0476* 0.0024 -0.0005 -0.2083 
b2 -0.0085* 0.0043 -0.0104* 0.0043 -0.0019 -0.4419 
b3 -0.1724* 0.0722 -0.1499* 0.0718 0.0225 0.3116 
b4 0.0055 0.0044 0.0040 0.0043 -0.0015 -0.3409 
bs -0.1522 0.1831 -0.1248 0.0819 0.0274 0.1496 
b6 0.0015 0.0117 Not in the equation 
b1 Not in the equation 0.0313 0.1252 
bs -0.0019 0.0037 -0.0027 0.0082 -0.0008 -0.2162 
b9 -0.0449 0.0779 -0.0774 0.0789 -0.0325 -0.4172 
b10 -0.0102 0.0057 -0.0060 0.0057 0.0042 0.7368 

R2 0.1395 0.1414 0.0019 
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Table 12 (cont) 

Dirty Clean Difference 

Coe ff Est SE Est SE Est St'dized 

D Haiti 

b1 -0.0558* 0.0038 -0.0571* 0.0038 -0.0013 -0.3421 
b2 -0.0249* 0.0053 -0.0248* 0.0053 0.0001 0.0189 
b3 -0.4370* 0.1198 -0.4692* 0.1199 -0.0322 -0.2688 
b4 0.0060 0.0071 0.0069 0.0071 0.0009 0.1268 
bs -0.1196 0.1429 -0.1268 0.1456 -0.0009 -0.0693 
b6 0.0051 0.0092 0.0036 0.0093 -0.0015 -0.1630 
b1 -0.2373 0.1881 -0.1985 0.1873 0.0388 0.2063 
bs 0.0063 0.0111 0.0040 O.ol 11 -0.0023 -0.2072 
b9 -0.0242 0.2242 -0.0987 0.2251 -0.0745 -0.3323 
b10 -0.0168 0.0156 -0.0078 0.0161 0.0090 0.5769 

Rz 0.1762 0.1805 0.0043 

Dirty Clean Difference 

Coe ff Est SE Est SE Est St'dized 

E Lesotho 

b1 -0.0530* 0.0071 -0.0553* 0.0071 -0.0023 -0.3239 
b2 -0.0245* 0.0054 -0.0222* 0.0053 0.0023 0.4259 
b3 -0.1576* 0.0644 0.1642 0.1410 -0.0066 -0.1025 
b4 Not in the equation 0.0011 0.0080 
bs -0.0438 0.1776 -0.1114 0.1740 -0.0676 -0.3806 
b6 0.0033 0.0089 0.0075 0.0088 0.0042 0.4719 
b1 0.1390 0.1495 0.1138 0.1457 -0.0252 -0.1686 
bs -0.0036 0.0077 -0.0016 0.0076 0.0020 0.2597 
b9 0.1521 0.1614 0.1578 0.1585 0.0057 0.0353 
b10 -0.0067 0.0088 -0.0052 0.0088 0.0015 0.1705 

Rz 0.2018 0.2043 0.0025 

Dirty Clean Difference 

Coe ff Est SE Est SE Est St'dized 

F Portugal 

b1 -0.0482* 0.0018 -0.0620* 0.0060 -0.0138 -7.6667 
b2 -0.0260* 0.0024 -0.0279* 0.0024 -0.0019 -0.7917 
b3 -0.2061 * 0.0479 -0.2123* 0.0483 -0.0062 -0.1294 
b4 0.0060* 0.0029 0.0062* 0.0029 0.0002 0.0690 
bs -0.0292 0.0956 -0.1720* 0.0843 -0.1428 -1.4937 
b6 Not in the equation 0.0129* 0.0061 
b1 0.0906 0.1229 Not in the equation 
bs -0.0098 0.0061 Not in the equation 
b9 Not in the equation -0.0861 0.1247 
b10 -0.0052 0.0046 0.0160* 0.0074 0.0108 2.3478 

R2 0.2216 0.2270 0.0054 
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9 Summary and Conclusions 

This assessment of WFS data editing began with a review 
of the policies which were adopted, the reasons behind 
them, and the various issues which surround editing. A 
strategy for measuring the effects of editing was then 
developed. This strategy was limited by the unavailability 
of intermediate files from participating countries and also 
by the difficulty of distinguishing structural edits from 
other kinds of edits with full confidence. Despite these 
and other technical problems, enough early files and 
country-specific computer programs were located in the 
WFS archives to permit some systematic reconstructions. 
The data analysis began with some detailed case studies 
of raw data files, concentrating on the Ghana Fertility Sur­
vey. At this level we saw in the greatest detail the typical 
patterns of code changes which are made during editing. 
Thus, most of the out-of-range codes are simple data entry 
errors, such as column shifts, which could actually be 
corrected with considerable (although not perfect) accu­
racy simply from a knowledge of characteristic data entry 
errors. Other within-range shifts, although numerous, 
typically involve short distances. 

In terms of practical implications, the most important 
part of the analysis dealt with comparisons of six dirty and 
clean pairs of files in diagnostic marginal distributions, 
two-way tables, fertility rates, and multivariate analyses. 
The dirty file in each pair was presumed free of structural 
errors but unedited for skip, range, filter and consistency 
errors. Perhaps the most notable weakness in the dirty esti­
mates was that the fertility rates were too low. This de­
ficiency has no connection with the editing, and was traced 
to a feature of the FERTRATE program which could be 
overcome with a programming change. Otherwise, even the 
rather elaborate logit regression and multiple regression 
in section 8 differ surprisingly little between the dirty and 
clean files. The multiple regression of children born in the 
last five years upon marital duration, age at marriage, 
type of place of residence, and education, plus interaction 
terms including duration, was particularly weighted .to­
wards variables that are subject to editing. Even so, both 
of the multivariate analyses were relatively insensitive to 
the editing. Specifically, the changes in inferences about 
the magnitude of effects and their statistical significance 
are almost always less than the differences that would exist 
between two independent and clean samples. There is also 
no evidence that dirty estimates are seriously biased or 
attenuated. These multivariate analyses were prepared with 
standard software, SPSS and GLIM, the only concession 
to the dirty files being the use of 'SELECT IF' statements 
to exclude out-of-range codes. 

This report has also briefly reviewed the cost of machine 
editing, particularly in terms of the additional elapsed time 
and the depreciated value of the data which arises from 
such delays. We have rather crudely estimated that the 
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average delay attributable to range, skip, filter and consis­
tency checks was approximately one year, and the average 
cost was at least $75,000 per survey. Compared to the ben­
efits, these delays and costs are unquestionably excessive. 

In section 2 of this report we sketched some alternative 
strategies for editing. The first of these would terminate 
editing after a pre-set interval of time or expenditure. 
The second strategy would continue the editing until the 
number of known inconsistencies was brought below some 
pre-set level, and the remainder would then be put into a 
'not stated' category. The third possibility would be to edit 
in stages, issuing a preliminary report, then a First Country 
Report, and then proceeding to second stage analyses, but 
spreading out the editing so that the reports which require 
less editing would not be delayed. Following the empirical 
work, these alternative strategies seem less pertinent, al­
though for surveys with a larger volume of inconsistencies 
than WFS normally experienced, each alternative is worth 
considering. 

One issue which does remain pertinent is the need for an 
early diagnosis of whether a country requires an extensive 
review of the questionnaires. There is not enough variation 
within our selected set of six countries to justify the de­
velopment of an early indicator. It is possible that the 
initial proportion of out-of-range codes, for example, 
could serve this purpose. If this proportion exceeded some 
pre-set level, then one might decide to take the trouble to 
resolve inconsistencies by the laborious process of listing, 
consulting the questionnaires, and updating, until the point 
where a cost-specific, benefit-specific, or policy-specific 
level of such adjustments had been reached. We are not 
prepared to advocate either an indicator or a critical value 
which would serve this purpose. In any event, such a 
decision should apply to specific variables rather than to 
all of them. 

We now turn to the main conclusions of this investi­
gation. These will be phrased in the form of recommen­
dations for any future surveys which are comparable, in a 
general sense, to those conducted by the World Fertility 
Survey. 

The policies which directly concern machine editing are 
very closely connected with policies about other aspects 
of the total operation. It is in the development and appli­
cation of the survey instrument that the true quality of the 
data is achieved. Thus, for example, the number of errors 
and the difficulty in correcting them will be reduced if 
the questionnaire has a simple structure. The WFS core 
questionnaire tended to invite some inconsistencies, often 
minor but difficult to resolve, by obtaining several event 
histories independently rather than in an integrated way; 
by repeatedly re-establishing basic filters, such as whether 
the woman is currently married or has ever used contra­
ception or is currently pregnant; and so on. Of course, 



the analytic importance of the data and the ease of the 
interview are other important concerns for the design of 
the questionnaire. 

The training of interviewers and the care taken during 
field and office editing are believed to be critically im­
portant for the quality of the data. Their high standard 
of performance in most WFS surveys is almost certainly 
the reason why machine editing only detected a handful 
of inconsistencies in each case other than data entry 
errors. 

The degree and manner of machine editing can be better 
co-ordinated with the analysis plan, a possibility which 
WFS only realized in its later surveys. A preliminary 
report, consisting of some key percentages, means, and 
even simple two-way tables, can be safely prepared from 
an early raw data file. A quick, preliminary report is par­
ticularly justified if it focuses on those variables which 
have little long-term interest and if it clearly indicates 
a tentative character. Then, even if an intensive editing 
policy is implemented later, users will have been provided 
with key figures which are probably within one or two 
per cent of their final values. 

If data processing and editing are to be done in the 
countries themselves, and if this is an activity in which 
there is little local expertise, then it is critical that the local 
staff be trained, motivated, and organized to carry out the 
work rapidly. 

The importance-whether psychological or more analytic 
-of agreement among subtotals, etc cannot be ignored. 
The structure of the codebook and of each individual case 
should follow the structure of the questionnaire. Especially 
for advanced and comparative analyses, it is indeed im­
portant that the data be clean. Users of the data expect 
them to be clean, and if they are not, users will embark 
on their own cleaning exercises. This will cause delays and 
inefficiencies of scale if several users work independently. 
One cannot deny the consensus among statisticians and 
demographers, as well as data processors, that data files 
should be free of inconsistencies. 

For these reasons, we accept that it is indeed desirable to 
run edit checks, using software and specifications prepared 
in advance, and to achieve consistency in the· data even 
though this consistency may have a negligible impact 
on the analysis. However, this study indicates that the 
machine editing should be done with greater efficiency. 
Our main recommendation is that the potential difficulty 
of achieving consistency should be anticipated, and a 
strategy should be developed well in advance, dependent 
in part on the circumstances. The process should be care­
fully monitored and not allowed to fall badly behind 
schedule. The fact that some WFS surveys were edited in 
only a few months clearly implies that the procedure 
described in section 2 can be conducted efficiently. It is 

possible that improvements in management and organiz­
ation would have been sufficient to reduce the time interval 
dramatically in the other countries. 

We suggest that another procedure should also be con­
sidered, either as an alternative or as a supplement to that 
described in section 2. This procedure, which shifts a larger 
part of the work to the computer, will be described very 
briefly. As the edit checks are made, a variable would be 
added to each case, giving the number of edit violations 
associated with the case, and a computer listing would give 
the number of violations of each specific type of check in 
the entire file. Only the questionnaires with the highest 
frequency of violations would be examined individually. 
These may involve column shifts which affect several 
adjacent fields, erroneous filters, etc. Those variables or 
specific types of checks which produce the greatest number 
of violations would also receive special attention; perhaps 
the specification was incorrect or a variable was consis­
tently miscoded. As far as possible, discrepancies which 
remain after the review of a relatively small number of 
questionnaires would be resolved by two types of default 
rules: either change the code to 'not stated' or, in the case 
of multiple contingencies, give priority to one indicator 
over the others. These defaults can be implemented either 
in groups by a computer program or else on a case-by-case 
basis with updates, but do not require an unnecessarily 
time-consuming review of the questionnaires. Automatic 
defaults are not always easy to specify, yet it makes 
scarcely any difference how they are specified, as far as 
the analysis is concerned. It is the final, highest level of 
consistency-that which involves only a fraction of the 
discrepancies -which has the greatest potential for inef­
ficiency. This level of consistency can be attained through 
almost arbitrary resolutions without any measurable 
impact on the analysis. 

We have concluded that in several countries the World 
Fertility Survey invested too many resources and too much 
time in machine editing, and have suggested ways in which 
this activity could have been simplified. The ultimate 
source of delays, perhaps, was the incompatibility of 
certain WFS objectives, which were admirable individually 
but were difficult to integrate successfully. These included 
the desire to produce data of the highest quality, to do 
as much data processing and editing as possible in the 
countries themselves, and not to produce preliminary 
reports which might jeopardize final reports. In addition, 
WFS shared in a rather . widespread illusion about the 
benefits of resolving all inconsistencies by reference to the 
questionnaires. With the advantage of hindsight, it now 
appears both that the costs of this approach were under­
estimated and that its benefits were exaggerated. It is un­
likely that this conclusion could have been reached without 
the actual experience of the WFS programme. 
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Appendix A-A Possible Monitoring Procedure 

It has been mentioned several times that the data necessary 
for a systematic review of the costs and benefits of editing 
were not available. The following outline sketches the 
information which it would be useful to collect for this 
purpose. This is information which can only be collected 
as the editing is in progress, and almost on a daily basis 
during that time. It is proposed that the structural edit 
be included in the monitoring procedure; even though it 
is regarded as mandatory, its time and cost should be 
controlled. 

I Phase of editing 
A Structural edit 

1 Preparation of specifications 
2 Programming of specifications 
3 In successive iterations, 

a Check 
b Reconcile 
c Update 

B Consistency edit 
1 Installation of editing package 
2 Preparation of specifications 
3 Programming of specifications 
4 In successive iterations, 

a Check 
b Reconcile 
c Update 

C Date edit 
1 Preparation of extraction program 
2 Installation of date edit program 

3 In successive iterations, 
a Check 
b Reconcile 
c Update 

II Costs to be recorded at each of the above steps, 
including each step of each iteration 
A Dates when begun and completed 
B Number of days required by staff or consultants in 

headquarters 
C Number of days required by staff or consultants in 

country, including pro-rated portion of travel costs 
D Number of days required by in-country staff 
E Computer time and costs 
F Other related expenses 

III Amount of editing: changes made at each step 
in I.Band I.C 
A Number of changes by type (out of range, not stated, 

skip, filter, other inconsistency) 
B Number of changes by whether a first correction 

or whether remaining from or created by an earlier 
correction 

C Number of changes by whether or not the main vari­
ables are affected 

D Number of changes which were resolved with or 
without the questionnaires 

E Frequency distribution of the number of changes per 
questionnaire 

F Save a copy of the tape at the end of I.A, LB, and LC 
(latter is already saved as final raw data file) 
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